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INTRODUCTION

In recent years, data-driven techniques like data assim-

ilation (DA) and machine learning have been increasingly

explored to address inaccuracies from closure models. In ad-

dition, DA is often used to extract information from flow

measurements. However, often only time-averaged data is

available, which poses challenges for DA in the context of un-

steady flow problems. Recent works have shown promising re-

sults in optimizing Reynolds-averaged Navier–Stokes (RANS)

simulations of stationary flows using sparse data through vari-

ational data assimilation, enabling the reconstruction of mean

flow profiles.

In this study we perform a stationary data assimilation of

sparse time-averaged data into an unsteady RANS (URANS)

or LES simulation by means of a stationary divergence-free

forcing term in the respective momentum equation. Effi-

ciency and speed of our method are enhanced by employing

coarse URANS/LES simulations and leveraging the station-

ary discrete adjoint method for the time-averaged momentum

equation.

STATIONARY DATA ASSIMILATION

To describe a turbulent flow with persistent unsteadiness,

e.g. wake flows, URANS and LES simulations are widely used

in many fields of applications. A forcing is introduced on

the right hand side of the momentum equation to account for

discrepancies in the modeled Reynolds stresses and is then

subjected to a Stokes–Helmholtz decomposition. The un-

steady equation reads

∂ūi

∂t
+
∂ūiūj

∂xj
= −

∂p∗

∂xi
+

∂

∂xj

[
2νeff S̄ij

]
+ ϵijk

∂ψk

∂xj
, (1)

where the averaged/filtered pressure p̄, the isotropic part of

the Reynolds stress tensor, and the scalar potential ϕ are ab-

sorbed into the modified pressure p∗ and the vector potential ψ

serves as the stationary parameter for data assimilation. The

goal for this work is to leverage the discrete adjoint method for

stationary flows from [2] and apply it to unsteady flow prob-

lems. Therefore, we introduce temporal averaging ⟨·⟩ with the

corresponding fluctuation (·)′′ as

ξ̄ =
〈
ξ̄
〉
+ ξ̄′′, (2)

when applied to a quantity ξ̄ that already is Reynolds-

averaged or filtered in case of URANS or LES, respectively,

yielding the time-averaged momentum equation
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ū′′i ū
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−ϵijk
∂ψk
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(3)

that describes a stationary state. Depending on the choice of

the turbulence model, νt describes the eddy-viscosity or sub-

grid scale viscosity for URANS and LES, respectively.

The data assimilation problem requires to minimize the dis-

crepancy between the state variables computed by the model

and the existing reference data and thus can be constructed as

an optimization problem. In this work the scalar cost function

f consists of a regularization function fψ and a discrepancy

contribution fū, i. e.,

f (ψ, ū) = fψ (ψ) + fū (ū) . (4)

It is subject to the residual R of the governing equation, that

is, one seeks

min
ψ

f (ψ, ū) (5a)

subject to R (ψ, ū) = 0 , (5b)

where ψ is the parameter to be optimized and ū the forward

problem solution.

The optimization involves an inverse problem, which is

highly non-linear and usually underdetermined. Hence, a non-

linear optimization solver is used, but no assurance is given

that there exists a unique solution. Therefore, total variation

(TV) regularization is introduced to reduce the ambiguity. For

each data assimilation iteration a parameter update is com-

puted with a gradient descent approach. To this end, the

stationary discrete adjoint technique is employed to calculate

the gradient of the cost function concerning the parameters in

question. This strategy demonstrates computational efficiency

by yielding a cost of computing the gradient that is akin to

solving the stationary forward system. A summary including

a derivation is provided in [1]. The latest modifications to the

implementation are described in [2] and [3].

In this work, the efficacy of our data assimilation frame-

work is demonstrated by means of the URANS equation as

the forward problem.
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TEST CASE SETUP

The flow around a two-dimensional square cylinder (e.g. [4])

is considered. All length scales are expressed relative to the

cylinder length/height D and the Reynolds number is com-

puted from D, the free-stream velocity u∞ and kinematic

viscosity ν. Boundary conditions for velocity and pressure

are taken from [4]. Wall functions for the k-ω SST model

are applied at the cylinder wall, 2D BC’s are present in span-

wise directions and symmetry conditions are used for vertical

boundaries. At the inlet, Dirichlet BC’s are used and set to a

small value reproducing the inflow conditions from [4]. Neu-

mann BC’s are set at the outlet. In this work, we analyze the

case for

Re =
u∞D

ν
= 22 000

with DNS velocity reference data from [4]. A time step size

of ∆tu∞
D

= 0.2 is used. The mesh consists of 7496 hexahedral

cells. The ratio of the smallest to largest cell is 2.487 · 10−3.

RESULTS

Here, points near the cylinder and in the cylinder wake

are chosen where reference data is taken into account for the

assimilation. The velocity profiles near the cylinder as illus-

trated in Fig. 1 show an improvement toward the reference

profiles.
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Figure 1: Mean flow velocity profiles near the square cylinder.

Fig. 2 depicts that almost all profiles are very well recov-

ered except for the one closest to the cylinder. One reason is

that here the density of reference data points switches quite

abruptly.

0 5 10 15 20
x
D
; x

D
+ 3 〈ūx〉−ū∞
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Figure 2: Mean flow velocity profiles in the wake of the square

cylinder.

Due to the TV regularization all profiles are very smooth,

but it should be noted that it also restricts the optimization.

Since the regularization weight has to be chosen quite large to

yield smooth fields, the optimization does not result in perfect

agreement with the reference data in all regions.

Generally, these results demonstrate the basic capabilities

of our approach and also that the time-averaged DNS velocity

data can be well matched. In [3] it is presented that the choice

of reference data points distribution heavily influences the re-

gion where the mean flow velocity is reconstructed, and if the

prediction of the flow dynamics, i.e., of the vortex shedding

frequency changes.

The baseline solution using the default forward problem

solver obtained a Strouhal number differing from the refer-

ence [4]. After the assimilation of time-averaged DNS velocity

data, the vortex shedding frequency adapted if enough ref-

erence data points are distributed in the cylinder near-wall

region. A summary of these findings is presented in Tab. 1.

Case Reference points St

URANS-BASE - 0.095

DNS - 0.132

URANS-OPT-W 90 0.095

URANS-OPT-NW 152 0.122

URANS-OPT-NWW 260 0.120

Table 1: Summary of vortex shedding frequencies expressed

by the Strouhal number St for the URANS baseline simu-

lation (URANS-BASE), DNS, optimized URANS simulation

with wake reference data points (URANS-OPT-W), opti-

mized URANS simulation with near-wall reference data points

(URANS-OPT-NW) and the optimized URANS simulation

with near-wall and wake reference data points (URANS-OPT-

NWW).

CONCLUSION

Our results demonstrate that data assimilation of sparse

time-averaged velocity reference data into an unsteady flow

simulation through a stationary parameter not only enables

accurate mean flow reconstruction, but also improves the flow

dynamics, specifically the vortex shedding frequency. The

findings indicate that data points near the cylinder play a

crucial role in improving the vortex shedding frequency, while

additional data points further downstream are necessary to

also reconstruct the time-averaged velocity field in the wake

region.
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INTRODUCTION

Data-driven large-eddy simulation (LES) is an active topic

of research. The continued growth of computational resources

permits computing flows on increasingly high resolutions. This

leads to increased availability of high-fidelity data, which in

turn has spurred the development of data-based LES closure

models. Machine learning has proven to be a successful ap-

proach to empirically estimate closure models from data, for

example by learning a variable eddy viscosity [1] or subfilter-

scale forces [2]. Despite these encouraging results, no overall-

best computational model has been found.

A theoretical best LES model has been presented as ‘ideal

LES’ [3], which minimizes the instantaneous error in the dy-

namics and yields exact agreement for spatial statistics. The

model is defined such that the evolution of the LES solution

equals the average filtered evolution of the resolved fields. This

average is conditioned to the distribution of fully-resolved so-

lutions with the same large-scale (filtered) fields as the LES

solution. Finding this conditional average is challenging in

practice, since generally an infinite number of fully resolved

solutions correspond to a single filtered solution. Nonetheless,

the average may be approximated empirically when sufficient

high-fidelity data is available.

Accurately computing this distribution and its mean is the

main objective of data assimilation. Data assimilation com-

bines observations (data) with predictions to balance the un-

certainties inherent to both these aspects in an optimal way

[4]. Commonly, a Bayesian approach is adopted to account for

uncertainty and to find a distribution of solutions in a prob-

abilistic setting. The mean of this distribution is the ideal

LES model and we therefore consider the applicability of data

assimilation algorithms in the context of LES closure models.

In particular, this identification aids data-driven LES by pre-

scribing the functional form of the model or by specifying the

loss function that the model should minimize.

In this presentation at the workshop, we illustrate how a

particular data assimilation algorithm can be used for data-

driven LES in statistically steady states. High-fidelity data

in the form of flow statistics are gathered in an offline phase,

which translate to parameters for online data-driven forcing.

The approach is demonstrated for two-dimensional Rayleigh-

Bénard convection.

CLOSURE MODELS VIA THE 3D-VAR ALGORITHM

The approach is based on the premise that the average en-

ergy spectrum of a coarse numerical simulation should equal

that of the reference solution, up to the smallest resolvable

scale on the coarse computational grid. This imposes a con-

straint on the spectral coefficients of the LES solution [6]. An

accurate energy spectrum may be obtained by introducing a

control feedback term into the evolution equations of the mag-

nitudes of the spectral coefficients. This is summarized as

d|c| = Lcoarse(c)dt+
1

τ
(µ− |c|) dt+ σdW, (1)

where |c| denotes the vector of magnitudes of the spectral

coefficients of the LES solution and Lcoarse is the operator

describing the evolution of these values in a coarse numerical

simulation. The last two terms arise as the continuous-time

limit of the 3D-Var data assimilation algorithm [5]. Here dW

denotes Gaussian noise, independent for each coefficient. The

symbols µ, τ and σ contain the mean values, forcing strengths

and noise scalings, respectively.

A prediction-correction scheme is used to solve Eq. (1). In

short,

c̃n+1 = cn +

∫
t
n
+∆t

tn

Lcoarse(c)dt (time integration) (2)

|cn+1| = |c̃n+1|+
∆t

τ

(
µ− |c̃n+1|

)
+ σ∆W, (correction) (3)

where ∆t denotes the time step and ∆W denotes randomly

drawn samples from a standard normal distribution.

The prediction follows from the adopted time-integration

method and is not required to be in spectral space. The cor-

rection acts only on the magnitude of the spectral coefficients.

Note that it is not necessary to know Lcoarse explicitly, we

only require the transformation from the LES solution to its

spectral coefficients and vice versa.

We assume that high-fidelity data is available in the form of

a time series for each of the magnitudes of the spectral co-

efficients, yielding means µref and standard deviations σref .

The prediction-correction scheme can be treated as an autore-

gressive first-order (AR(1)) process for sufficiently small time

steps. Using this assumption, the constraint on the spectral
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coefficients of the LES solution require that

µ = E (|cref |) , σ = σref

√

1−

(

1−
∆t

τ

)2

, (4)

where all arithmetic acts element-wise on the vectors. The

forcing strength τ is a free parameter and is chosen as the

correlation time of the measured times series.

APPLICATION TO RAYLEIGH-BÉNARD CONVECTION

The approach is illustrated for two-dimensional Rayleigh-

Bénard convection for Pr = 1 and Ra = 1010. DNS is

performed on a 4096 × 2048 computational grid, after which

the solution is filtered to make it suitable for the coarse 64×32

grid. The model is applied to each horizontal (wall-parallel)

cross-section of the domain. Several model configurations are

studied, varying whether the model is applied to the momen-

tum, the temperature, or both. For each case the forcing is

applied both at large scales and at all resolvable scales. Full

details can be found in Ephrati et al. [7]. Qualitative insight

into the results is provided in Figures 2 and 1, in which the

DNS, the no model coarse solution and a model coarse solution

are compared. In Figures 1 and 2 the wall-parallel tempera-

ture spectra in the core of the domain and snapshots of the

temperature field are shown, respectively. In Figure 1, it is

shown that the energy spectra are accurately reconstructed.

In Figure 2, one sees that small-scale features are recovered

when using the model. Additionally, large-scale forcing ex-

tracted from the high-fidelity simulation leads to accurate

Nusselt number predictions across two decades of Rayleigh

numbers centered around the targeted reference at Ra = 1010,

as is shown in Fig. 3. Further work is dedicated to compar-

ing the current approach to eddy-viscosity models, such as the

Smagorinsky model and the dynamic subgrid-scale model.

Figure 1: Time-averaged energy spectra for the temperature

(right) in the center of the domain.
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INTRODUCTION

The accurate analysis of progressively more complex flow

configurations is becoming an established reality in Compu-

tational Fluids Dynamics (CFD). In particular, turbulent clo-

sures such as Large Eddy Simulations (LES) are nowadays

used for the analysis of industrial configurations, owing to

their excellent features in terms of accuracy versus computa-

tional cost in time. In addition, scale-resolving simulation has

the potential to track in time extreme events such as sudden

flow accelerations. The emergence of such conditions, which

are usually associated with strong peaks and rapid variations

of bulk flow quantities such as the drag and lift coefficient, can

lead to main changes in the structural organization of the flow

and have a significant impact on the safety of the investigated

applications. These extreme events are observed for a large

range of high-Reynolds configurations which include external

flows such as urban settings [1] as well as internal flows such

as combustion cyclic variability [2]. However, uncertainties in

initial / boundary conditions and modeling errors significantly

affect the instantaneous flow evolution, which can rapidly lose

synchronization with reference measurements. This limit has

to be overcome to envision online LES applications in the

framework of advanced applications such as digital twins [3].

Among the tools available in the literature for model augmen-

tation, sequential Data Assimilation (DA) [4] exhibits strong

features for on-the-fly coupling with LES. DA approaches can

in fact integrate high-fidelity sparse information from obser-

vations (usually available at local sensors) to improve the

prediction of instantaneous features of the flow as well as to in-

fer the optimized behavior of modeling/boundary conditions.

In the present work, an online DA strategy based on the

Ensemble Kalman Filter (EnKF) [4] is used to obtain an aug-

mented prediction based on Large Eddy Simulation (LES) for

the analysis of the oscillating compressible flow in a flow rig

type geometry (OFR). The test case investigated, which is

based on Dellenback flow expansion geometry [5], includes an

open valve in its intake to mimic the internal combustion en-

gine configurations. A visualization of the flow field obtained

via a refined LES is shown in Figure 1. This kind of flow,

which is not permanent owing to the trigonometric behavior

of the mass flow rate at the inlet, exhibits difficulties for anal-

yses relying on numerical simulation. In fact, capturing the

emergence of instantaneous extreme events is an additional

challenge to the accurate prediction of statistical moments of

the velocity field.

The algorithm sequentially combines results from an en-

semble of LES realizations performed on a coarse grid (LESc)

with sparse instantaneous data from a high-fidelity LES per-

formed over a refined grid (LESf ). The procedure aims to

i) infer the trigonometric behavior of the mass flow rate at

the inlet, which is supposed to be unknown and ii) provide an

augmented state that exhibits higher accuracy than the LESc

model and that synchronizes with the time evolution of the

high-fidelity data from the LESf run.

Figure 1: Velocity field around the valve of the OFR. The

solution is shown for two orthogonal plans at y = 0 and x =

0.134.

SETUP FOR DATA ASSIMILATION

Several ingredients are combined with the ENKF formal-

ism:

• A model, providing the time-advancement of the phys-

ical system studied via an ensemble of realizations. In

this study, the forecast of the physical state is performed

by the compressible solver rhoPimpleFoam available in

the solver OpenFOAM, using the LES-WALE turbulent
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closure. The simulations are run over a relatively coarse

mesh of 8× 106 mesh elements and y+ ≈ 4 close to the

port entry walls.

• Sparse high-fidelity data, which are used in the DA

procedure to update the predicted state of the model

and improve its accuracy via parametric optimization.

The observation has been sampled from the reference

LESf run. For this simulation, the physical domain is

discretized in 1.31×108 mesh elements and y+ ≈ 1 close

to the port entry walls.

The inference capabilities of the DA algorithm are used to

optimize the parametric description of the inlet for the ensem-

ble realization relying on the model LESc. More precisely, the

optimization targets the reconstruction of the velocity profile

imposed for the simulation LESf :

UIN (t) = U∞ + asin(ωt) (1)

where the amplitude a and the frequency ω are chosen accord-

ing to experimental results available to the research group.

For the ensemble simulations, these values are supposed to be

unknown, and the initial inlet condition prescribed is

UC

IN
(t) = U∞ +

4∑

i=1

aisin(ωit+ φi) (2)

The coefficients ai, ωi, and φi and U∞ are optimized via

the DA procedure. To this purpose, the EnKF utilizes the

data sampled from the reference simulation LESf over sub-

sets of sensors taken from the complete set shown in figure

2. In particular, a sensitivity analysis is performed by choos-

ing different subsets, in order to highlight the global accuracy

obtained and the sensitivity of the DA algorithm to the infor-

mation provided.

Figure 2: OFR geometry. Red points are sensors where ob-

servations is sampled from simulation LESf .

DA IMPROVEMENTS & RESULTS

The classical formulation of the EnKF would need pro-

hibitive computational resources to investigate this test case,

considering the number of degrees of freedom of the flow. Sev-

eral improvements are performed to improve the speed of the

model realizations. First of all, the library CONES (Cou-

pling OpenFOAM with Numerical EnvironmentS), based on

CWIPI coupler developed by CERFACS and ONERA, is used

to couple online the model LES runs and the DA code. This

task dramatically reduces the computational costs, as the re-

sources required to stop/restart ensemble members and write

data are eliminated. Also, three different strategies for lo-

calization (i.e. reduce the complexity of the DA problem by

eliminating part of the correlations between physical variables)

are employed. Classical physical and covariance localization

algorithms are implemented in order to accelerate the DA

problem while keeping a good level of accuracy. In addition,

hyper-localization of the Kalman filter is implemented. This

strategy decomposes the KF analysis phase in multiple anal-

yses (one per sensor available), providing huge computational

gains as well as improved robustness. Table 1 summarizes

the computational cost of each procedure, underlying the ef-

fectiveness of this last improvement, and its importance in a

complex and computationally demanding simulation such as

the OFR. At last, parametric inflation is used to increase the

variability of the ensemble and allow to target more accurately

the optimum provided by the observations.

The first run of the DA algorithm has shown convergence

of the optimization of the inlet parametric description. At the

same time, it was observed that synchronization of the main

structure of the flow close to the valve is successful, thanks to

the state update performed by the EnKF. The current analy-

sis, which will be jointly presented at the conference, studies

the sensitivity of the DA algorithm to changes in the hyper-

parameters (coefficients of localization and inflation, number

and position of the sensors).

Type of EnKF N No Ne

Completion

time (s)

Basic 350, 000× 3 1224 40 166

Physical

localization
154, 000× 3 1244 40 94

Physical

localization +

Filtering of sensors

154, 000× 3 408 40 18

Hyper-localization +

Filtering of sensors
96, 500× 3 408 40 2.4

Table 1: Summary of the test performed on an academic test

case to evaluate the computational costs required by one anal-

ysis phase of the EnKF. N is the number of degrees of freedom

used for DA, No the number of observations, and Ne the num-

ber of members in the ensemble.
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INTRODUCTION

Hybrid LES/RANS methods are one of the promising ap-

proaches to simulate turbulent flows with high accuracy and

low computational costs. On the other hand, data-driven ap-

proaches such as data assimilation can further improve the

simulations’ results by incorporating the available measure-

ment data. In this work, we combine these two powerful

methods. We investigate scenarios, where only sparse wall

shear stress measurements are available, while accurate wall

shear stress and velocity profiles are sought. Applying discrete

adjoint-based data assimilation, with only near-wall measure-

ments, accurate wall shear stress profiles are achieved at the

expense of unrealistic velocity profiles. We therefore add and

employ internal reference data generated by performing a rel-

atively cheap hybrid simulation. We modified the dual-mesh

hybrid LES/RANS framework recently proposed by Xiao and

Jenny [1] by loosely coupling under-resolved LES in the inte-

rior with steady RANS near the walls. The framework was

developed in OpenFOAM and tested for flow over periodic

hills with Re = 10595. Results show that the devised frame-

work outperforms conventional dual-mesh hybrid LES/RANS

and standalone sparse wall-data assimilated RANS models.

METHOD

The method consists of two steps. The first step is to

generate the reference data in the internal region for data as-

similation by running the loosely coupled dual-mesh hybrid

LES/RANS method. The second step is to assimilate the

generated data and the near-wall measurement into the RANS

model.

The initial version of the dual-mesh hybrid LES/RANS

method developed by Xiao and Jenny [1] is outlined below.

In this method, two sets of governing equations are solved

on different meshes. The generic version of both Reynolds-

averaged and the filtered momentum and pressure equations

of an incompressible flow with constant density read

∂U∗

i

∂t
+

∂(U∗

i U
∗

j )

∂xj

= − ∂p∗

∂xi
+ ν

∂2U∗
i

∂xjxj
−

∂τ∗
ij

∂xj
+Q∗

i (1)

and
∂2p∗

∂xi∂xi

= − ∂2

∂xi∂xj
(U∗

i U
∗

j + τ∗ij) +
∂Q∗

i

∂xi
, (2)

where Q∗

i is the drift force applied to the equations, which

ensures consistency between LES and RANS and τ∗ij is the

Reynolds or residual shear stress. For a faster and easier-

to-implement simulation, we propose the loosely coupled ap-

proach. The equations are further simplified by the elimina-

tion of all time derivative terms in the RANS equations. We

also redefine the drift term QR
i , such that the RANS solution

gets nudged to the average LES velocity of the previous pe-

riod, instead of to the exponentially weighted average (EWA)

LES velocity. The forcing term QR
i remains the same, except

that we relax the average LES equation towards the RANS

solution.

The source term applied to the corresponding regions are

QR
i =

{

(⟨Ui⟩
MA − ⟨Ui⟩)/τr, in LES regions,

0 in RANS regions,
(3)

and

QL
i =

{

(⟨Ui⟩ − ⟨Ūi⟩
EWA

)/τl, in RANS regions,

0 in LES regions,
(4)

where ⟨Ui⟩
MA is the mean time-average LES velocity and τr

and τl are relaxation times for RANS and LES, respectively.

In the next step, the data assimilation is performed through

tuning the eddy viscosity of a steady RANS model. The tuned

parameter α leads to a correction of the diffusive flux in the

steady RANS equation as

∂(⟨Ui⟩⟨Uj⟩)

∂xj

= −
∂⟨p⟩

∂xi

+
∂

∂xj

[

(ν + α⟨νt⟩)
⟨Ui⟩

∂xj

]

, (5)

where ⟨νt⟩ is the eddy viscosity computed by the RANS part

of the hybrid model. The corrective field α distills the ef-

fect of the drift term in the hybrid equations into an optimal

eddy viscosity, and it compensates for the shortcomings of the

RANS model by incorporating data. To ensure physical re-

sults we employed a form of regularization called piecewise

linear dimension reduction (PLDR) (see Ref. [3]).
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RESULTS

All results are compared with a fully resolved LES simula-

tion (FR-LES) as a reference. The measurement and sampling

point locations are shown in Figure 1.

In Figure 2, we see that the loosely coupled approach sig-

nificantly improves the accuracy of the velocity profiles in

comparison with stand-alone under-resolved LES, while the

wall shear stresses show no improvement. However, we obtain

both accurate velocity profiles and wall shear stresses when

the loosely coupled method is combined with the near-wall

measurements, as shown in Figure 3. Both stand-alone steady-

RANS and under-resolved LES are outperformed. For more

detailed discussions, we refer the reader to the Ref. [2].

y

x

Figure 1: locations of sampling (×) and measurement points

at the walls (•).
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FR-LES (Reference) Standalone UR-LES Hybrid UR-LES/S-RANS

0 1 2 3 4 5 6 7 8 9
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−0.02
0.00
0.02
0.04
0.06

C
f

FR-LES (Reference)

Standalone S-RANS

Hybrid UR-LES/S-RANS

Figure 2: Horizontal mean velocity component U1 (top plot)

and wall shear stress (friction coefficient Cf ) profiles at the

lower wall (bottom plot) for the loosely coupled LES/RANS

method. Note that the friction coefficient of the loosely cou-

pled method is derived from its S-RANS solution.
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INTRODUCTION

The ongoing trend towards improved aircraft efficiency in-

volves the usage of higher-strength materials. In this context,

carbon fiber reinforced polymers (CFRP), and more generally

composite assemblies, have increasingly been used for the fuse-

lage and nacelle’s fairing. They have gradually replaced heav-

ier metallic alloys, thus improving the overall performance.

Yet, a critical part of the design phase remains the fire cer-

tification of all components. Current international standards,

such as the FAR25.856(b):2003 and ISO2685:1998(e), ensure

the thermal resistance of these lighter materials when submit-

ted to high-heat loads. Still, certification test campaigns are

costly and often require a long time for their set-up. The intro-

duction of numerical tools for the prediction of the degraded

material properties could provide supplementary inputs and

thus improve the design process. For the past decades, Large-

Eddy Simulation (LES) has become a valuable tool for the

simulation of unsteady reactive flows [1, 5, 11]. Several Con-

jugate Heat-Transfer (CHT) approaches have been performed

to address the unsteady interactions between a fluid and a

solid solver [5, 6]. These efforts have allowed to estimate the

impact of the flame on the temperature distribution of solid

geometries. However, the number of studies addressing the

interaction of a flame leading to a composite plate degrada-

tion is limited [4]. In the present paper, a methodology for

the coupling between a fluid, a radiation and a solid solver,

capable of respectively solving for the reactive, radiative heat

losses and the thermal degradation of composite material, is

presented. The procedure is first validated under simplified

test-bed conditions on a so-called BLADE test [7]. In this

context, a high-intensity laser beam replaces the external heat

source from a flame.

COUPLING METHODOLOGY

In his work, Biasi et al. [2] presented a methodology for the

coupling between a Reynolds Averaged Navier Stokes (RANS)

solver and a solid solver for the simulation of a composite

material degradation. In addition to temperature and heat-

flux exchange, which are standard features of CHT [5, 6], the

composite plate out-gassing mass flow rate was added to the

coupling. To ensure the thermodynamic equilibrium, Biasi et

al. [2] proposed to send to the solid the external fluid pres-

sure. In Dellinger et al. [4] the coupling was improved with

additional data sent from the solid. Thus, surface tempera-

ture and porosity, as well as mass flow rate and temperature

of the decomposition gas were considered for the exchange. In

this paper, a coupling methodology for fire certification un-

der realistic conditions is proposed. The procedure relies on

the coupling between three solvers. First, a low-Mach number

Variable Density Solver (VDS) is used for fluid transport [11]

with a multi-species formalism. Second, to take into account

radiative effects due to the expected high temperature coming

from both the flame and the heated coupon, a radiation solver

is used. Note that these two latter solvers are implemented in

the massively parallel library YALES2 [8]. Finally, the com-

posite material’s degradation is solved using the MoDeTheC

code developed by ONERA [3]. In this latter solver, mate-

rial properties such as anisotropic thermal conductivity are

specified based on fiber arrangement. This particular distri-

bution has a significant impact on the heat conduction within

the material. The coupling and data interpolation between

the different grids is ensured by the CWIPI library [9]. The

structure proposed in Dellinger et al. [4] is here considered.

Further datas are sent and received between the three solvers

to account for radiative effects. Figure 1 summarizes this cou-

pling procedure. Note that in this figure, the direction of the

arrows indicates whether the data is sent or received.

VALIDATION TEST-CASE

The BLADE test bed presented by Leplat et al. [7] is

considered to validate the coupling procedure. The fluid nu-

merical domain consists of a three-dimensional box and can

be seen in Figure 2. In this chamber, the pressure is kept con-

stant at P0 = 500Pa, and the temperature is set at T0 = 295K.

This way, convective heat transfer sources are neglected [7].

At its center, a 80mm × 80mm × 4mm T700GC/M21 car-

bon/epoxy solid test coupon is located. A laser of an inten-

sity of 76.2kW/m2 impinges on the front surface of the test
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Figure 1: Diagram of the proposed coupling procedure.

coupon for a total duration of 300s and an additional 100s

are simulated to account for test coupon cooling. This heat

source rapidly increases the temperature of the solid until the

composite laminates decompose by pyrolysis and oxidation re-

actions. At this stage, the plate outgassing can be observed.

More precisely, the mass flow rate received by the fluid solver

is shown in Figure 3. Note that given the different charac-

teristic time scales between solid and fluid, the coupling is

asynchronous [2, 6]. Thus, the fluid and solid solvers exchange

data at different times to accelerate the temporal convergence.

Figure 2: Overview of the numerical domain with incident

laser beam.

Figure 3: Composite material out-gassing due to laser im-

pingement.

CONCLUSION AND PERSPECTIVES

The proposed methodology is used to perform a coupled

simulation of a BLADE test. It relies on the coupling be-

tween a Low-Mach variable density solver for the fluid part,

a radiation solver for the heat losses and, a solid solver for

the composite material degradation. Rear-face temperature

distribution will be compared against both experimental and

numerical data [2, 7]. Such a case will later be used as a refer-

ence benchmark to perform fire certification simulation, with

the presence of a burner and a flame as a heat source [4].
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Jülich, Germany

3New York University
New York, USA

INTRODUCTION

Our understanding of thermal convection has progressed

greatly over the past many decades. This progress is driven in

great part by studies of Rayleigh-Bénard convection (RBC),

the paradigmatic system where a fluid is confined between

a pair of infinitely extending cold and hot plates placed at

the top and bottom respectively [1]. By varying the strength

of buoyancy, dictated by the Rayleigh number (Ra), and the

dissipation properties of the fluid, set by the Prandtl number

(Pr), we can observe a wide variety of flows regimes, ranging

from steady laminar to highly turbulent [2, 3, 4].

The convective flow transports both heat and momentum

across the two plates at the top and bottom that enclose the

fluid layer. This transport is driven by the flow in the bound-

ary layers (BL) and the plumes which rise from them. In the

present work, we delve into the flow patterns within the BL

which generate the plume ridges typically observed in RBC.

Experiments of RBC also indicate the presence of a large-scale

circulating flow. However, we show that in the absence of con-

fining side-walls, as in most instances of thermal convection

observed in nature, such a large-scale mean flow is absent. In-

stead, we see intermittent patches of coherent flow interspersed

between regions of highly turbulent thermal upwelling.
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Figure 1: Linear-log plot ofNu/Ra1/3 vs log10(Ra) along with

the DNS data of simulations in closed cylinders with smaller

aspect ratios of Γ = 0.5 of Scheel et al. [8] and Γ = 0.1 of Iyer

et al. [9]

SIMULATION DETAILS

We perform our direct numerical simulations (DNS) by

solving the Navier-Stokes equations in the Boussinesq approx-

imation. We use the GPU accelerated spectral element solver,

NekRS [5], for our DNS. This robust and highly scalable solver

is based on the acclaimed Nek5000 [6] code.

Ra Ne p NBL ∆t

105 100× 100× 64 5 71 1000

106 100× 100× 64 7 57 1000

107 100× 100× 64 9 42 1000

108 150× 150× 96 7 24 1000

109 150× 150× 96 9 16 400

1010 250× 250× 128 7 11 200

1011 500× 500× 256 5 11 100

Table 1: Summary of DNS cases with number of spectral el-

ements, Ne, polynomial order, p, number of points inside the

thermal boundary layer, NBL, and the averaging time-period,

∆t, in free-fall times.

The domain has a wide aspect-ratio Γ = L/H = 4, where L

and H are the length and height respectively. We use no-slip,

isothermal walls at the top and bottom, and periodic bound-

ary conditions along the horizontal directions.We fix Pr = 0.7,

while Ra ranges from 105 to 1011. A summary of cases is in-

dicated in Table 1.
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Figure 2: Linear-log plot of Re/Ra0.458 vs log10(Ra) along

with the DNS data of simulations in closed cylinders with

smaller aspect ratios of Γ = 0.5 of Scheel et al. [8] and Γ = 0.1

of Iyer et al. [9]
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Figure 3: Temperature gradient (top row), and skin-friction field (bottom row) for Ra = 106 (left column), 1011 (middle column),

and its zoomed-in section (right column). The critical points of the skin-friction, namely nodes (red), saddles (cyan), and foci

(yellow) are also shown. The clustering of critical-points along elongated regions at Ra = 1011 (middle column) indicate the

presence of turbulent superstructures [11].

OVERVIEW OF RESULTS

The compensated scaling plots of Nusselt number (Nu) and

Reynolds number (Re) in Figs. 1 and 2 respectively show that

Nu scaling is approaching the classical 1/3 exponent at Ra ≈

1011. Moreover, the Re scaling demonstrates the critical role

of aspect ratio and confinement in the transport of momentum.

The prefactors for Γ = 4 (from present work), 0.5 (from Scheel

et al. [8]), and 0.1 (from Iyer et al. [9]) differ significantly.

To analyse the flow within the boundary layer, we consider

the two-dimensional skin friction field s on the wall, defined

from the wall shear stress τw as

s = τw/ρν ⇒ s =

(
∂ux

∂z
,
∂uy

∂z

)
, (1)

where ρ and ν are the density and kinematic viscosity respec-

tively. We identify the critical points of s from the eigenvalues

of its Jacobian [7, 10], and thus decompose the flow into nodes,

saddles and foci. Consequently we see that the plume ridges

are typically defined by groups of node-saddle-node triplets.

At the highest values of Ra, we discover that the criti-

cal points tend to cluster in long elongated regions of highly

turbulent plume activity. Meanwhile the local patches with

mean flow parallel to the plates have very little to no critical

points. This clustering of critical points enables us to observe

the edges of turbulent superstructures which emerge by aver-

aging the flow field over short intervals of time [11].

Fig. 3 demonstrates the self-similarity of BL at high Ra.

The first column shows the temperature gradient (top) and

the skin-friction along with its critical points (bottom) over

the full extent of the bottom wall for Ra = 106. The same

pair of fields are shown for Ra = 1011 in the middle column.

Despite the highly turbulent nature of the flow, when we focus

on a 0.1 × 0.1 section of the plate (the green and red boxes)

and zoom into it (right column), we recapture the patterns

and plume structures seen at lower Ra.
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INTRODUCTION TO THE METHODOLOGY

In the pursuit of mitigating carbon emissions, a crucial
strategy is the utilization of amine-based solvents in the
chemical absorption process, enhancing the overall efficacy
of carbon capture technologies[1, 2]. Recent studies empha-
size MDEA as an alternative with low heat absorption, high
thermal stability, and minimal corrosion susceptibility [1].
However, understanding and modeling the absorption pro-
cess, as depicted in Fig.1, is challenging because of the intri-
cate aerothermochemical phenomena, encompassing phase
transitions, chemical reactions, and multicomponent mixing.
The complexity is further increased by the diverse temporal
scales and spatial dimensions inherent these phenomena [2].
In response to these challenges, this study introduces a
novel numerical approach: the ’Consistent Conservative
Form of Two-Scalar Mass Transfer with a diffusive-interface
Method,’ based on the models in [3, 4], solving equations
(1- (5)). This method aims to model CO2 absorption by inte-
grating the diffuse-interface method[3], Eq.(1), with a novel
consistent conservative concept for transport equations. The
latter introduces artificial source terms (Su⃗, Sh) into mo-
mentum and enthalpy equations for improved consistency,
as proposed by [4]. Hence, the objective is to integrate two
scalar species, Eq. (2), governing mass transfer and species
reaction(m, n species in liquid and gas phases), along with
one scalar for momentum and enthalpy transports, Equa-
tions (4) and (5) .














∂ϕ
∂t

+ ∇ · (u⃗Γϕ) =

∇ ·
{

Γ
[

ϵ(∇ϕ) − 1
4

(

1 − tanh2
(

ψ
2ϵ

))

(∇ψ/|∇ψ|)
]}

,

ψ = ϵ ln
(

ϕ+ϵ0
1−ϕ+ϵ0

)

→ ϵ0 ≈ 10−16, ϵ = ∆x (1)



















∂c1,m

∂t
+ ∇ · (u⃗c1,m) = ∇ ·

[

D1,m

(

∇c1,m −

(

1 −
ϕ

ϵ

)

n⃗c1,m

)]

+ SJ12 + SR
∂c2,n
∂t

+ ∇ · (u⃗c2,n) = ∇ ·
[

D2,n

(

∇c2,n + ϕ
ϵ
n⃗c2,n

)]

− SJ12

(2)


























SJ12(T, ym) = AD12 [Keq(T, ym)c2ϕ− c1,m(1 − ϕ)]

−D12∇(ϕ) · ∇(c1,m +Keq(T, ym)c2)

Keq(T, ym) =











RT
HCO2(T,ymdea)

Absorption
c1,m

Pvap(Y1,m,T )

RT

=
c1,mRT

Y1,mPvap(T )
Evaporation

(3)






















∂(ρu⃗)

∂t
+ ∇ · (u⃗(ρu⃗− Su⃗)) = −∇P

+∇ ·

[

µ

(

∇u⃗+ (∇u⃗
⊤
) −

2

3
(∇ · u⃗)I

)]

Su⃗ = γ(ρl − ρg)
[

ϵ∇(ϕ) − ϕ(1 − ϕ)∇ ·
(

∇(ϕ)
|∇(ϕ)|

)]

(4)

Figure 1: CO2 Absorption on a single droplet






∂ρh
∂t

+ ∇ · (u⃗(ρh− Sh)) = ∇ · (k∇T ) +HR(ym, T )

Sh = γ(ρlCpl − ρgCpg)
[

ϵ∇(ϕ) − ϕ(1 − ϕ)∇ ·
(

∇(ϕ)
|∇(ϕ)|

)]

(5)

Two-scalar models (Eq. (2)) are essential in scenarios
with significant diffusivity ratios in two-phase flows, here
DCO2(g)

/DCO2(l)
≈ 104 , preventing unphysical mass leak-

age. In contrast, under equilibrium conditions, encom-
passing both mechanical and thermal equilibrium (refer to
Eqs. (4) and (5)) for momentum and enthalpy transport, a
single scalar proves sufficient. In the two-scalar transport,
a scalar transport term SJ12 is introduced between phases,
dependent on the Henry constant and diffusion coefficients
(Eq. (3)) to predict interfacial mass transfer. Additionally, a
mechanism of chemical reactions (Eq. (6)) for CO2 absorp-
tion was incorporated to precisely interpret experimental
absorption behaviors [6]. The model comprehensively con-
siders all reversible chemical reactions, with the relevant
physicochemical properties from existing literature [6].

CO2(g) + H2O + MDEA
k1−−⇀↽−−
K1

MDEAH
+

+ HCO3
−

CO2(g) + OH
− k2−−⇀↽−−

K2
HCO3

−

HCO3
−

+ OH
− K3−−⇀↽−− CO3

2−
+ H2O

MDEAH
+

+ OH
− K4−−⇀↽−− MDEA + H2O

(6)

Moreover, the presence of mass transfer (ṁΓ) leads to a

discontinuity in the velocity field, resulting in a non-zero

divergent velocity(∇ · u⃗Γ) caused by interfacial mass flux,

see Eq. (7).
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





∇ · u⃗Γ = ṁΓ

(

1
ρg,Γ

− 1
ρl,Γ

)

δΓ

ṁΓ =
∑n
k=1 ṁ

k
cl,g

= −
∑n
k=1D

k
12(∇c

k
l + ∇ckg)Mw,k.nΓ

(7)

Therefore, it is crucial to establish a mechanism that en-
ables a comprehensive modeling of interfacial velocity cal-
culations. This has been achieved through a divergence-free
extension of the liquid velocity field across the entire do-
main [5]. Once the thermodynamic divergence is computed
by Eq. (7), the momentum equation is solved using a stan-
dard pressure correction method [5].







p̂ =
(

1 + ∆tn+1

∆tn

)

pn − ∆tn+1

∆tn pn−1

u⃗∗ = u⃗∗∗ − ∆tn+1

ρ0

[(

1 −
ρ0

ρn+1

)

∇p̂+ ∇pn
] (8)

Notably, ρ0 and p̂ denote the minimum density across the
computational domain and the extrapolated hydrodynamic
pressure. Subsequently, the pressure is computed through a
time-splitting technique, transforming the variable Poisson
equation into one with constant coefficients.







∇2pn+1 =
ρ
n+1
0
∆t (∇u⃗∗ − ∇u⃗Γ)

⃗un+1 = u⃗∗ − ∆tn+1

ρ0
∇pn+1

(9)

This advances the Navier-Stokes equations in time to un+1,

while the interface velocity, crucial for phase-field calcula-

tions, is determined through the computation of Stefan flow

and extended velocity as follows, more details in Ref. [5].



























∇2pn+1
stefan = − ρn+1

∆t (∇u⃗Γ) →

u⃗n+1
stefan = −∆tn+1

[

1

ρn+1 ∇pn+1
stefan

]

u⃗extend = u⃗n+1 − u⃗n+1
stefan

u⃗Γ = u⃗extend +
ṁΓ

ρ
n+1
Γ

nΓ

(10)

RESULTS AND DISCUSSION

The proposed methodology has undergone rigorous

scrutiny to predict the absorption of CO2 on a single MDEA

droplet, as depicted in Fig.1. Specifically, a droplet is im-

mersed in a N2-CO2 mixture at T = 320K, containing a

mixture of MDEA-H2O at T = 300K. In Fig. 2, the color

velocity vector field reveals the Y-direction interface veloc-

ity, demonstrating the absorption of ambient CO2 by the

droplet. The intricate interactions with MDEA initiate the

generation of reactions involving various chemical species,

as depicted in Fig.3. According to the thermodynamics [6]

shown in Fig.4(a), the decline in the diffusion coefficient of

dissolved CO2 in the MDEA+H2O mixture, correlated with

increasing MDEA compositions, is accountable for the de-

crease in absorbed CO2 composition, as depicted in Fig.4(b),

Cl,g is the total concentration in both liquid and gas phases.

However, as illustrated in Fig.4(c), the HCO−

3
composi-

tion, indicative of the reaction, is enhanced with increasing

MDEA compositions. This intriguing behavior, observed

in CO2 absorption, can be referred to as self-regulation.

CO2 absorption and consumption, influenced by reaction,

regulate the process based on the system conditions. Fur-

thermore, higher MDEA compositions lead to reduced water

evaporation in the aqueous mixture, as depicted in Fig. 4(d).

The results confirm the efficacy of the model.
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INTRODUCTION

Stratified turbulent flows are encountered in many envi-

ronmental and industrial flows. Atmospheric boundary layer

flows, and mixing of heat and salinity in the oceans are just a

few common examples of environmental flows. On the other

hand, in industrial settings, we come across these flows in heat

exchangers, and in mixing tanks used in oil industries to blend

liquids of different densities.

These examples and many others consider stratified wall-

bounded turbulence, in which buoyancy acts towards sup-

pressing the turbulence supplied by mechanical shear. In such

cases, so-called stably stratified, the fluid layers are averse to

mixing and would require energy to overcome a stable poten-

tial energy gradient. Here, buoyancy effects alter the structure

of the flow, and consequently the dynamics of mass, heat, and

momentum transport. Moreover, as density fluctuations be-

come more severe, the so-called Oberbeck-Boussinesq (OB)

approximation becomes inaccurate, leading to incorrect pre-

dictions.

In the current work, we developed and validated a numeri-

cal solver for direct numerical simulations (DNS) of turbulent

flows featuring strong property variations. More precisely, we

solve the Navier-Stokes (NS) equations in the limit of vanish-

ing Mach number (so-called low-Mach (LM) number limit)

with the thermophysical properties (density, viscosity, and

thermal conductivity) prescribed as functions of temperature.

The solver was then used to study stably-stratified turbulent

channel flow under non-Oberbeck-Boussinesq conditions.

The interplay between the turbulence and gravity forces can

be characterized in terms of three non-dimensional numbers

namely, the shear Reynolds number (Reτ ), shear Richardson

number (Riτ ), and the Prandtl number (Pr), given as:

Reτ =
uτ0h

ν0
, Riτ =

g∆ρh

ρ0u
2
τ0

, P r =
ν0

λ0

, (1)

where ρ0, ν0, λ0 are reference fluid density, kinematic viscos-

ity, and thermal diffusivity. uτ0 is the initial shear velocity

and is prescribed based on the mean pressure drop. g is the

acceleration due to gravity and h is the half channel height.

The density difference ∆ρ = ρb−ρt, is due to the temperature

difference between the bottom and top wall.

In the present work, a total of 8 cases corresponding to

weakly/moderately stably-stratified turbulent flows are simu-

lated at Reτ0 = 180 and Pr = 0.76, as listed in Table 1. We

will vary the wall temperature ratios and adjust gravity to

maintain similar Richardson numbers between cases, thereby

isolating the effects of strong property variations in the flow

dynamics. The T2/T1 = 1.01 case serves as a proxy for the

OB approximation and is a benchmark for comparison with

the variable property case (T2/T1 = 2). The dynamics of heat

and momentum transport under strong stratification for these

conditions is analyzed, also in light of DNS data of the same

system under the OB regime.

Case TR Riτ Reτ,cw Reτ,hw Ribulk

A0

T2/T1 = 1.01

0 180 180 0

A1 18 180 180 0.031

A2 36 180 180 0.056

A3 60 180 180 0.081

B0

T2/T1 = 2

0 194 166 0

B1 18 196 165 0.032

B2 36 195 167 0.057

B3 60 191 170 0.083

Table 1: Summary of cases simulated in the present work.

COMPUTATIONAL SETUP

Stably stratified turbulent flow is simulated in a horizontal

straight channel as shown in Fig. 1. The domain size is kept

fixed for all the cases. We perform simulations on a channel

whose dimensions are (Lx × Ly × Lz) = (4πh× 4πh/3× 2h).

The grid for all the cases contains 1024 × 256 × 240 cells.

The flow is driven by a constant pressure gradient in the

streamwise direction, and gravity acts in the wall-normal di-

rection. Periodic boundary conditions are imposed along the

streamwise and spanwise directions. At the walls, no-slip and

no-penetration boundary conditions are imposed.

𝑇1

𝑇2 > 𝑇1 𝑔
4𝜋ℎ

3

4𝜋ℎ
2ℎ

Figure 1: Schematic of the computational domain. The flow is

driven by a constant pressure gradient between two isothermal

walls.

DLES14 - Book of Abstracts 17



NUMERICAL METHOD

The LM number approximation [1] of the NS equations

is solved to understand the problem of stably-stratified tur-

bulent channel flow in detail. The incompressible NS solver

developed by Costa [2] was adapted to solve the LM number

approximation. The original code was modified to accommo-

date large density variations. A third-order WENO scheme

was implemented for convection terms in the energy transport

equation to avoid discontinuities and have smooth gradients

in the temperature field. A pressure-splitting algorithm [3]

was implemented to deal with the variable coefficient Poisson

equation. The equations are advanced in time using the fully

explicit, second-order Adams-Bashforth method.

RESULTS

The buoyancy forces in stably stratified turbulent flows can

cause local laminarization of flow, with a major impact on heat

and momentum transfer rates. The contours of instantaneous

temperature distributions on a x−z cross-section of the chan-

nel located at y = Ly/2 for a neutrally buoyant case (Case

B0) and the stratified case (Case B3) are shown in Fig. 2a and

Fig. 2b. The direction of the mean flow is from left to right.

The relative magnitudes of inertia and buoyancy forces deter-

mine the local behavior of the flow. At Riτ = 0, the neutrally

buoyant case, we observe that the temperature is well-mixed

in the entire domain. In neutrally buoyant flows, the inertial

forces are unopposed and the eddies are unconstrained in the

entire height of the channel, resulting in larger mixing. With

increasing Richardson numbers, the buoyancy forces oppose

the inertial forces (for stable stratification). In the near-wall

region of stratified flows, turbulence due to mechanical shear

always dominates the buoyancy. Hence, the eddies in this re-

gion contribute to mixing, and we see that the flow structure

resembles that of the neutrally buoyant case. Away from the

walls, however, the shear weakens and the buoyancy starts to

dominate. In this region, an interface develops, which, in a

way, separates the channel into hot (top half) and cold (lower

half) regions. The temperature appears to be homogeneously

distributed in each of the halves, with a sharp transition at the

interface (so-called thermocline). This results in density gra-

dients that facilitate the initiation of so-called internal gravity

waves (IGWs).

(a) Temperature contour for the case Riτ = 0.

(b) Temperature contour for the case Riτ = 60.

Figure 2: Instantaneous temperature contours on a x−z cross-

section of the channel located at y = Ly/2 for the neutrally

buoyant (Riτ = 0) and stably stratified (Riτ = 60) cases.

It is also evident from Fig. 2b that the position of this

thermocline is not at the channel half-height. Instead, it is

shifted towards the hot wall. When the temperature differ-

ence between the walls is significant, and the thermophysical

properties are functions of temperature, we can expect a dif-

ference between the shear stress at the top and the bottom

walls. The variations in density and dynamic viscosity, result

in the deviation of the point of zero stress away from the cen-

ter of the channel. This is shown in Fig. 3. The shear stress

at the cold wall is greater than at the hot wall because of the

higher viscosity of the fluid at the cold wall; therefore, the in-

terface is located further away from the cold wall. Aside from

the shifting of the thermocline, we do not see any significant

differences in the flow characteristics of OB and NOB cases.

The comparable Ribulk values (Table 1) for cases with identi-

cal Riτ also hint towards the inference that the macroscopic

effects do not change markedly.

0.0 0.2 0.4 0.6 0.8 1.0
z

0.0

0.2

0.4

0.6

0.8

1.0

t/
w

Total shear --Ri  = 0
Total shear --Ri  = 18
Total shear --Ri  = 36
Total shear --Ri  = 60
Eqn of line

(a) Stress budget in the cold part.

1.2 1.4 1.6 1.8 2.0
z

0.0

0.2

0.4

0.6

0.8

1.0

t/
w

Total shear --Ri  = 0
Total shear --Ri  = 18
Total shear --Ri  = 36
Total shear --Ri  = 60
Eqn of line

(b) Stress budget in the hot part.

Figure 3: Stress budgets for Riτ = 0, 18, 36, 60 at T2/T1 = 2.

−− is viscous shear stress and − · − is the Reynolds shear

stress.

DISCUSSION

From the DNS at Reτ = 180 and 0 ≤ Riτ ≤ 60, with con-

siderable property variations, we observed that the effect of

gravity is mainly affecting the central region of the channel,

just like for the OB case. The difference between the two cases

is the position of the interface between the hot and cold sub-

channels, wherein the interface for the variable property case

is closer to the hot wall. Hence, although the effect seemed

identical, the location where the effect was seen was differ-

ent. It has been reported in the literature that the eddies in

the outer region, which are predominantly affected by buoy-

ancy, can be characterized by Obukhov scaling [4]. We could

not identify this region in our results due to the lack of scale

separation at the simulated Reynolds number, as buoyancy in-

terferes with the logarithmic region of the flow. Hence, we are

currently performing DNS at higher Reynolds numbers. The

goal is to understand local dominant balances arising from the

interaction of buoyancy with eddies of different length scales

in these flows.
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INTRODUCTION 

    A thorough understanding of the ignition process at 

different operating conditions is important for designing 

reliable combustors. A modelling approach capable of 

capturing highly transient events such as extinction and 

ignition is the conditional moment closure (CMC). Most of 

CMC-based simulations represent the spark as a hot burning 

distribution in mixture fraction space without considering 

the initial kernel growth. Here, we investigate the initial 

spark evolution using an Energy Deposition (ED) model in 

mixture fraction space. The objective of the present study is 

(i) to investigate the effect of the scalar dissipation rate 

(SDR) statistics and the implications of the LES resolution on 

the spark evolution and (ii) to demonstrate the model 

performance by conducting an LES-CMC simulation for a 

bluff-body n-heptane spray swirl burner.  

 

METHODS 

   The effect of SDR statistics on ignition behaviour is 

investigated using a zero-dimensional form of the CMC 

equations. The 0D-CMC equations are given as [1]:  

 𝜕𝑄ℎ𝜕𝑡 = 𝑁|𝜂 𝜕2𝑄ℎ𝜕𝜂2 ;      𝜕𝑄𝛼𝜕𝑡 = 𝑁|𝜂 𝜕2𝑄𝛼𝜕𝜂2 + 𝜔̇𝛼|𝜂   (1) 

 

where 𝑄𝛼 = 𝑌𝛼|𝜂 and 𝑄ℎ = ℎ|𝜂 are the conditional 

expectation of mass fraction and enthalpy respectively with 𝜂 being a sample space variable for the mixture fraction 𝜉. 𝑁|𝜂 is the conditional expectation of SDR and it is modelled 

with the Amplitude Mapping Closure (AMC) model [1] as 𝑁|𝜂 = 𝑁0𝐺(𝜂), with 𝐺(𝜂) being an error function and 𝑁0 

being 𝑁|𝜂 at 𝜂 = 0.5. The spark is represented by adding 𝐸spk to the 𝑄ℎ transport equation and it is assumed to follow 

a Gaussian distribution in 𝜉 space as follows: 𝐸spk = 1𝜌𝑡sp  𝐸d𝜎𝑠 √2𝜋 𝑒−(𝜂−𝜂𝑠)22𝜎𝑠2  

(2) 

where 𝐸d is the energy deposited in J/m3, 𝑡sp is the sparking 

duration taken as 0.4 ms following [2], 𝜂𝑠 is the spark 

location and 𝜎𝑠 is the spark width in 𝜉 space. The effect of 

plasma chemical kinetics on O2 dissociation is represented 

by adding 𝐸O and 𝐸O2  to 𝑄𝛼 transport equation:  𝐸O = 𝑚 𝑌O2𝑌O2f  𝐸spk𝑒O ;  𝐸O2 = − 𝑊O𝑊O2  𝐸O (3) 

Where 𝑚 is the fraction of 𝐸spk going into dissociation, 𝑌O2f  

is the O2 mass fraction in the unburned mixture, and 𝑒O is 

the specific internal energy for O. The influence of SDR 

statistics on the spark evolution is investigated by allowing 𝑁0 to fluctuate in a stochastic manner. 𝑁0 can be 

decomposed into resolved and sub-grid scale contributions 

as 𝑁0 = 𝑁0r +  𝑁0sgs
 where 𝑁0 → 𝑁0r and 𝑁0sgs → 0 if the 

filter size Δ → 0. The implication of LES resolution on spark 

evolution is investigated by considering the time-average 

ratio of 𝑆2 ≡  〈𝑁0r〉/ 〈𝑁0〉, which can be estimated according 

to Obukhov-Corrsin passive scalar spectrum. For well-

resolved LES 𝑆2 is about 14.5% suggesting that SGS effects 

are the main contributor to SDR. The influence of SDR 

fluctuation on spark evolution is considered by solving a 

stochastic differential equation (SDE) based on Stratonovich 

PDF and a log-normal assumption for the statistics of 𝑁0r as 

follows:  

 𝑑𝑁0r = 𝑓(𝑁0r)𝑑𝑡 + 𝜎𝑟𝜑(𝑁0r)𝑑𝑊𝑡  

 

(4) 

where 𝑓(𝑁0r) =  −(𝑙𝑜𝑔𝑁0r − log(〈𝑁0r〉/ 𝑒𝑥𝑝(0.5𝜎𝑟2)) 𝑁0r/𝜏 and 𝜑(𝑁0r) =  〈𝑁0r〉 √2/𝜏  . 𝑑𝑊𝑡  is a Wiener process, 𝜎𝑟 is 

the logarithmic distribution parameter for 𝑁0r and 𝜏 is the 

characteristic time scale taken as 0.25 ms. The LES-CMC is 

based on the experiment conducted by Marchione et al. [3] 

for n-heptane spray swirl burner. LES-CMC simulations are 

conducted by coupling OpenFoam 2.3.1 with an in-house 

CMC code called CLIO [1]. Before initiating the reaction 

simulations, a cold flow validation has been performed and 

reasonable agreement with experimental data is observed. 
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RESULTS 

Figure 1 shows the maximum temperature evolution and 𝑁0r 

during 𝑡sp at different filter widths for n-heptane. Changing 

the filter widths did not result in a significant effect on the 

spark evolution for the parameters considered here. 

However, there are some differences in terms of the 

autoignition delay time especially at higher filter width.    

  

 

    

Figure 1 Tmax and 𝑁0r during 𝑡sp at 𝐸ign =  𝐸d/𝜌u𝑐p,u𝑇u=1.7. Bottom right: PDF of  𝑁0 for LES-like Δ. 

 

The spark width in 𝜉 space can be related to the electrode 

spacing (𝑑spk) according to 𝑁 =  𝐷 (∂ξ/ ∂𝑥i)2~𝐷 (𝜎s/𝑑spk)2. Figure 2 shows the spark evolution for fixed and 

variable 𝜎𝑠, with 𝑑spk taken as 1mm following [2]. For all 

cases, 𝜂𝑠 is located in a non-flammable mixture fraction. 

However, due to the diffusion of heat and reactive scalars 

into flammable regions, successful ignition is achieved. That 

behaviour was also observed in laminar counterflow non-

premixed flame at non-flammable spark locations in physical 

space [4]. The fixed 𝜎𝑠 cases correspond to the mean 𝜎𝑠 at a 

given 𝜂𝑠 during 𝑡sp (i.e., 𝜎𝑠 = 〈𝜎𝑠〉𝜂𝑠). Estimating 𝜎𝑠 based on 

the SDR can affect the outcome of ignition for the 

parameters considered, suggesting the importance of 

relating the sparking parameters in 𝜉 space to the SDR for 

better model predictions. The flame kernel evolution for a 

successful ignition realization with a spark located at a 

distance of 5mm from the wall is shown in Figure 3. During 

early ignition stages, the spark is not significantly affected by 

the turbulence. However, later in time, the flame kernel 

undergoes a significant distortion until it gets convected into 

the central recirculation zone (CRZ). The flame kernel then 

evolves into the CRZ and a whole flame is established.  

 

Figure 2 Tmax at fixed (solid) and variable (dash) 𝜎𝑠.  

 

 

0.1 ms 0.3ms 0.55ms  

6.5ms 8ms 

 

9ms 

9.9ms 12ms 14ms 

Figure 3. Successful ignition evolution at 𝐸ign = 1.92, 𝜂s =0.2, 𝜎𝑠 = 0.1, 𝑚 = 0.1, 𝑡sp=0.5ms. Green line: 𝜉𝑠𝑡 contour. 
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INTRODUCTION

Active flow control methods have an advantage over passive

methods, which rely on optimizing the flow domain for spe-

cific flow regimes. It is primarily due to the dynamic ability to

adjust their control parameters, such as excitation amplitude

and frequency, allowing for real-time adjustments to changing

flow conditions, e.g., variations in an inlet velocity or tempera-

ture. Passive methods, on the other hand, lack this flexibility.

However, the strategic benefit comes from integrating active

and passive methodologies. This combined approach takes

advantage of the cost-effectiveness of passive methods that op-

erate without the need for additional energy. Simultaneously,

it leverages the adaptive capabilities inherent in active tech-

nique, thereby increasing overall control efficiency in a wide

range of flow regimes.

The study of the flame behavior in a bluff-body burner

employing the combined passive and active flow control

(sinusoidal velocity excitation) were performed recently by

Kypraiou et al. [1]. They revealed a strong impact of the

excitation on both a blow-off mechanism and stability limits.

For the forced flames, the presence of velocity fluctuations

introduces time-varying and spatially-varying equivalence ra-

tio distributions, particularly in cases of imperfect premixing.

In fully non-premixed systems, the time-varying mixing rates

result in a time-varying heat release rate. Kypraiou et al.

[1] examined the forced response of systems characterized by

varying levels of premixing to explore the mechanisms influ-

encing flame stability. They found that the non-premixed

configuration with an axial fuel injection is characterized by a

longer blow-off transient compared to the flame with a radially

injected fuel. Furthermore, the blow-off duration in an excited

configuration was much longer than the average blow-off du-

ration of unforced non-premixed flames. This suggests that

the type of injection and the degree of premixedness, which

can be enhanced by the excitation, are crucial for the blow-off

dynamics.

In the present work, we focus on a geometry of the injec-

tion system and the application of a harmonic forcing, as both

these factors are expected to have an important impact on the

flame dynamics and stability. Figure 1 shows two analyzed

bluff body configurations, a typical cylindrical bluff body, sim-

ilar to the one used in [1], and a novel star-shaped bluff body.

In both the cases the fuel is injected axially. Shedding of

small-scale vortices (SV) at the sharp corners changes the

flow pattern significantly by destroying the large-scale struc-

tures formed in the inner and outer shear layers (IV, OV) [2].

Figure 1: Cylindrical and star-shaped bluff-bodies.

Additionally, the effect of air fluctuations on the behavior of

the flames is investigated for various forcing amplitudes and

frequencies. The application of external excitation amplifies

the formation of strong turbulent structures [3]. They en-

hance transport of the oxidizer towards the recirculation zone

formed in a bluff-body wake. Employing the large-eddy simu-

lation (LES) method, the study offers detailed insights into the

complex physics of unsteady flow for a wide range of the con-

trol parameters. In order to address the influence of air flow

oscillations on the blow-off behavior, we impulsively change

the velocity of fuel and/or oxidizer, and thus, create condi-

tions close/far from blow-off.

COMPUTATIONAL CONFIGURATION

Geometrical details of the cylindrical and star-shaped bluff-

bodies along with the dimensions of the computational domain

are presented in Fig. 1. Both shapes are characterized by the

same surface area of the upper bluff body wall (Sb = πD2

b
/4,

Db = 25 mm). The basic cylindrical configuration corresponds

to the experimental setup [1] used to determine the blow-off

limit of a methane flame. Nevertheless, we introduce two im-

portant changes to the original configuration. In the present

work, a hydrogen flame is analyzed due to the increasing in-

terest in the use of hydrogen to reduce CO2 emissions. Fuel is

a mixture of hydrogen and nitrogen (YH2
= 0.11, YN2

= 0.89,

Y -mass fraction) and is injected into the combustion chamber
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through a central fuel pipe of diameter Df = 4 mm. The

oxidizer (air) flows around the bluff body and enters the com-

bustion chamber through a flat slot. Additionally, we removed

a swirler that was mounted in [1], since the star-shaped bluff-

body dumps the swirl completely.

SOLVERS

The computations are performed in a two-stage procedure

involving ANSYS software and an in-house high-order code

SAILOR. In the first stage, the ANSYS Fluent is used to

model the flow around the bluff body using the wall-adapting

local eddy-viscosity (WALE) sub-grid model and to gener-

ate a time-varying velocity signal at the oxidiser channel exit.

This signal is treated as the boundary condition imposed on

the inlet plane of the main computational domain (combus-

tion chamber, Lx × Ly × Lz = 97 × 97 × 150 mm) for the

second stage of computations where the combustion process

is modeled using the SAILOR code. This code is based on

high-order compact differences on half-staggered meshes, the

time integration is performed using the predictor-corrector

approach combined with the projection method for pressure-

velocity coupling [4]. The chemical source terms are integrated

in time using the VODPK solver, chemical reaction terms

are computed with the help of the CHEMKIN interpreter

and the hydrogen combustion process is modeled using a de-

tailed chemical mechanism of Mueller et al. [5] involving 9

species and 21 reactions. The chemical source terms repre-

senting the net rate of formation and consumption of species

are computed using the filtered variables (the laminar chem-

istry model). There is no experimental data for the hydrogen

combustion in the selected configuration. However, to ensure

the reliability of the current analyses and to verify the two-

stage simulation procedure, the conference presentation will

include the results of computations conducted for a bench-

mark problem (Sydney flame (https://web.aeromech.usyd.

edu.au/thermofluids/bluff.php)).

RESULTS

Figure 2 presents a structure of the unforced flow down-

stream cylindrical and star-shaped bluff-bodies visualized by

the Q-parameter (Q = 0.2 s−2). In the case of the cylindrical

shape, one can observe strong toroidal vortices (IV and OV)

accompanied by rib vortices (RV). Undoubtedly, for this clas-

sical geometry, the mixing process is directed by periodically

generated vortices resulting from Kelvin-Helmholtz instability.

Contrary, the application of a sharp-corner geometry leads

to the formation of small, high-frequency vortices, fostering

intense small-scale mixing. As can be observed in Fig. 2, star-

shaped bluff-body destroys IV due to the azimuthal instability

and the flow contains more small-scale vortices (SV). Figure

3 shows the time averaged axial and radial velocities (U, Vr),

mixture fraction (F ), and temperature (T ) at the distance

0.5Db downstream the bluff-bodies. In the star-shaped con-

figuration, the profiles are shown along two characteristic radii

r1 and r2. In the region where r/Rb < 0.8, both configurations

exhibit very similar velocity profiles. Notable differences be-

come apparent only in the oxidizer stream, specifically within

the range 1.0 < r/Rb < 1.5. In the r2 direction, the axial

velocity profile displays a local maximum at r/Rb = 1.4. This

maximum is preceded by a local minimum in the radial veloc-

ity at r/Rb = 1.15 indicating flow toward the center of the do-

Figure 2: Flow structure (Q-parameter colored by the axial

velocity) downstream cylindrical and star-shaped bluff-bodies.
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Figure 3: Profiles of time-averaged axial and radial velocity

(U ,Vr) (upper figure), mixture fraction (F ) and temperature

(T ) (lower figure) along r1 and r2 at location y/Db = 0.5.

main. This behavior is attributed to the flow dynamics around

the triangular part of the bluff-body and results in lower tem-

peratures than those observed along r1 in both configurations.

Our findings highlight the significant role of star-shaped bluff-

body in flame dynamics, reducing the average temperature

by about 200 K. This reduction can potentially mitigate the

thermal production of NOx, emphasizing the importance of

the bluff-body shape for optimizing the combustion processes.

This work stands as part of our ongoing efforts to explore bluff-

body influence. The next step is to extend the investigation

to flames with external modulations under lean conditions.
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INTRODUCTION

Nanoparticle materials play a crucial role in both indus-

trial and everyday applications, including cancer therapy, drug

delivery, carbon black production, catalysts for chemical reac-

tors, and color pigments in paints. Key factors influencing

such applications depend on various parameters: thermody-

namics and chemical properties, as well as shape and size

of these nanoparticles [1]. When relying on combustion,

nanoparticles can be generated by introducing specific precur-

sors into the fuel prior to reaction in order to create distinct

nanoparticle materials. The characteristics of these produced

nanoparticles are contingent upon the combustion properties.

Two common types of combustion are typically employed to

produce these nanoparticles: either gaseous combustion [2, 3],

or liquid spray combustion [1, 4]. The gaseous combustion

technique involves a gas-phase process that necessitates pre-

cursors either in gaseous form or capable of vaporization, sub-

sequently mixed with combustion gases before reaction within

the chamber. However, these volatile precursors are limited to

a few elements and are typically derived from costly, corrosive,

and/or toxic sources, such as metal chlorides, metal organics,

or organometallic compounds. Therefore, the research focus

was later extended toward nanoparticle synthesis from spray

flames [1, 4, 5, 6], allowing to overcome most of the problems

listed above.

In the current work, a configuration similar to the refer-

ence SpraySyn burner considered in a collaborative German

Research Initiative [4] will be employed to investigate the im-

pact of the turbulent spray flame structure on nanoparticle

synthesis.

MATHEMATICAL AND PHYSICAL APPROACHES

In this work, the Navier-Stokes equations are solved while

taking into account all relevant physicochemical scales in space

and time for the gas phase (i.e., Direct Numerical simulation

– DNS – approach). The liquid droplets, being noticeably

smaller than the grid resolution, are modeled as point parti-

cles. The open-source library Cantera 2.4.0 is used to compute

all chemical reactions, thermodynamic terms, and molecular

transport processes in the gas phase. The continuous (gas)

phase is solved by DNS in a standard manner (Eulerian frame),

as described in [7]; whereas the disperse (droplet) phase is

tracked in a Lagrangian frame (Discrete Particle Simulation,

DPS [1]). Hence, the resulting simulations correspond to the

DNS-DPS approach. A two-way coupling between both phases

is implemented via the exchange of mass, momentum, and

energy. All details regarding the implemented equations de-

scribing droplet location, momentum, mass transfer, and heat

transfer can be found in previous publications [1]. Concerning

the solid phase (nanoparticles), the model developed by Kruis

et al. [9] has been employed in this work.

The in-house DNS code DINO [7] was employed in this

study to simulate the three aforementioned phases (gaseous,

liquid spray, and solid nanoparticles). The simulations dis-

cussed here employed a 6th-order central finite-difference

method for spatial discretization. For time integration, an

explicit 4th-order Runge-Kutta method was used.

NUMERICAL SETUPS

In the standard SpraySyn burner, the solvent is ethanol,

which is injected in the form of liquid droplets together with

a dispersion gas (pure O2 for standard conditions) through

the central SpraySyn injector. The liquid is evaporated by a

pilot flame burning a CH4/Air mixture under lean conditions

(equivalence ratio of 0.25). A pseudo-3D computational do-

main with dimensions of 4.5 cm (transverse direction) × 9.0

cm (streamwise direction) × 0.064 cm (crosswise direction)

is employed, which is discretized over 268 million equidistant

grid points, leading to a homogeneous resolution of 22 µm.

All simulated cases have a Kolmogorov length scale between

23 and 25 µm, so that the Kolmogorov length scale is prop-

erly resolved in these simulations; the same applies to the

gas reaction zones. On the other side, for the employed La-

grangian approach for the spray, the ratio of the maximum

droplet diameter to grid resolution should not exceed 0.5 [10].

The selected grid resolution in the current work is a suitable

compromise for resolving the Kolmogorov scale while ensur-

ing the validity of the Lagrangian approach. The numerical

domain is combined with inflow/outflow boundary conditions

in streamwise direction, symmetry conditions along the ver-

tical direction, and periodicity in crosswise direction. The

computational domain is shown in Fig. 1 together with an

instantaneous temperature profile to illustrate the employed

computational layout. To reduce computational costs, the in-

ner geometry of the burner is not considered in the present

study; the computational domain starts just above the burner
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outlet.

RESULTS AND DISCUSSIONS

To investigate the impact of the flame structure on

nanoparticle properties, three different cases were tested by

changing the dispersion gas composition: Case I (O2), Case

II (CH4:1.52/O2:8.), and Case III (Air). Figure 2 shows the

temperature contours for these cases and the corresponding

distribution of nanoparticle aggregate diameter (histogram).

As can be observed from the left side of this figure there are

significant differences in the turbulent flames and even quali-

tative changes in structure due to the different dispersion gas

composition. These changes lead in turn to noticeable mod-

ifications in the nanoparticle size distribution. Consequently,

this would have an impact on practical applications. This will

be explained in more detail during the conference.
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Figure 1: Schematic diagram of the computational domain.

Figure 2: Left: Temperature contour for the three cases under

investigation. Right: Histogram of the aggregate diameter of

the nanoparticles for the same cases. The data are at quasi-

steady state.
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ABSTRACT

A comprehensive series of direct numerical simulations

(DNS) is performed to investigate the early flame kernel de-

velopment (EFKD) in a lean premixed H2-air mixture in

decaying homogeneous isotropic turbulence (HIT) and engine-

relevant thermodynamic conditions. Systematic variations of

turbulent intensity (u′/Sl) and integral length scale (lt) within

the ranges of 3 to 12 and 15 to 28, respectively, resulting in Ka

between 1.9 and 21. Elevated values of u′/Sl lead to increased

flame convolution and small-scale wrinkling, while higher lt

values contribute to a smoother flame surface. Higher Ka

values correlate with intensified fuel consumption, driven by

accelerated flame surface expansion from enhanced wrinkling

and increased local consumption speed due to differential dif-

fusion effects.

1. INTRODUCTION

The restricted knowledge of turbulence-flame front inter-

actions and, consequently, cycle-to-cycle variations (CCV)

during the early flame kernel developement (EFKD) phase

stems from the inherent multiscale and multiphysics nature

of turbulent reactive flows that intricately characterize the

combustion process within spark-ignition (SI) interna combus-

tion engines (ICEs). Nevertheless, leveraging the capabilities

of current Petascale supercomputers and the ongoing shift

towards Exascale architectures, recent and anticipated devel-

opments in High-Performance Computing (HPC) are poised

to open new frontiers in the simulation of combustion sys-

tems. As a result, direct numerical simulations (DNS) are

turning into an essential tool for combustion simulations, fa-

cilitating the incorporation of more realistic conditions, such

as higher Reynolds numbers and thermodynamic pressure,

and concurrently mitigating the model uncertainties that arise

from large-eddy simulations (LES) and Reynolds-Averaged

Navier–Stokes (RANS) simulations.

In this vein, a recent series of EFKD DNS for rich iso-

octane-air [1] and lean hydrogen-air mixtures [2] under engine-

relevant conditions were conducted to explore the effects of

differential diffusion on the behavior of flame kernel evolution.

Results reveal that lean hydrogen-air flames, due to the forma-

tion of strong thermodiffusive effects, lead to more wrinkled

flame kernels and therefore faster flame kernel propagation,

while iso-otain mixtures tend to recover their laminar be-

haviour. Moreover, Ozel-Erol et al. [3] explored the impact of

water droplet injection on the propagation rate of statistically

planar stoichiometric n-heptane-air flames under various tur-

bulent intensities. Their findings indicate that water droplets

do not significantly alter the relationships between displace-

ment speed, curvature, and strain rate.

The main objective of this study is to explore the varia-

tions induced by turbulence during the EFKD phase in lean

hydrogen-air mixtures across various turbulent regimes and

assess their influence on the evolution of flame kernels. This

is accomplished by utilizing DNS of H2-air mixture to inves-

tigate turbulence-flame interactions under conditions relevant

to SI ICEs in decaying HIT.

2. SIMULATION METHODOLOGY

The formation and early propagation of a set of lean pre-

mixed lean H2-air flame kernels were investigated in a de-

caying HIT field with varying turbulent fluctuations u′ and

integral length scales lt, presented in Table 1 which corre-

spond to the thin reaction zone regime, frequently observed

in ICEs [4]. The initial HIT flow field is generated in a pe-

riodic box of size using the forced HIT turbulence approach

of [5]. The initial thermodynamic conditions (Tu = 800 K,

p = 40 atm) are relevant for hydrogen ICE closely resembling

those used by Chu et al. [2]. The laminar flame thickness

lf = (Tb − Tu)/(d/dx)max = 2 × 10−3 cm, taken as the

reference length scale, is based on the adiabatic flame tem-

perature Tb and the maximum temperature gradient across

the planar flame. These quantities along with the laminar

flame speed S0

L
= 44 cm/s were computed with PREMIX [6]

using the detailed mechanism of [7] resulting in a flame time

tf = lf/S
0

L
= 45 × 10−6 s. The ignition of the flame kernels

is achieved by a heat source term varying smoothly in space

and time [8] in the centre of the computational domain, which

is active until t = 0.3tf and forms spherical kernels with an

initial radius of 5lf . Soret effect is also ecountered for the

differential diffusion of the light species H and H2.

The DNS were carried out using the highly efficient par-

allel solver Nek5000 [9], where a high-order splitting scheme

for low-Mach-number reactive flows [10] is utilized to decouple

the hydrodynamic and thermochemistry equation subsytems

and the solution, data and geometry are locally expressed in

a structured mesh as sums of Nth order tensor products of

Legendre polynomials, based on the Gauss–Lobatto–Legendre
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Case u′

S0

L

lt
lf

lt
η

Ret Ka Da

U3L15 3 15 47 170 2.6 5

U6L15 6 15 79 341 7.4 2.5

U12L15 12 15 133 682 21 1.3

U3L28 3 28 75 318 1.9 9.3

U6L28 6 28 127 636 5.4 4.7

U12L28 12 28 213 1273 15.3 2.3

Table 1: Summary of DNS turbulent characteristics. η: Kol-

mogorov length scale, Ret: turbulent Reynolds number, Ka:

Karlovitz number, Da: Damköhler number

(GLL) quadrature points. For the current parametric anal-

ysis, a spherical computational domain was adopted instead

of a periodic box, allowing the imposition of outflow bound-

ary conditions. Consequently, this methodology maintains a

constant thermodynamic pressure within the simulated do-

main throughout the duration of the simulation and mitigates

any impact on the kernel arising from flame to flame inter-

actions, attributed to the periodicity. Thus, zero-Neumann

BCs are imposed on all variables on the outer boundaries.

Legendre-Lagrangian polynomials of order N = 9 were uti-

lized, equivalent to an effective resolution of 10 GLL points

per thermal flame thickness.

RESULTS

To assess the influence of turbulence-flame front interac-

tions across diverse turbulent regimes, an analysis was con-

ducted on various global quantities derived from the flame sur-

face density model (FSD). This analysis included parameters

such as global consumption speed, wrinkling factor, stretch

factor, as well as several local quantities. It is essential to note

that this abstract provides only a concise overview, highlight-

ing a limited portion of the comprehensive results obtained.

Figure 1: Iso-surface of H2 corresponding to it’s maximum

reaction rate at t = 1.5tf colored with normalized heat release

rate HRR/HRR0 for the different cases.

Visualizations of the early flame kernels under distinct tur-

bulent conditions are depicted in Figure 1. It is evident that in

instances characterized by heightened Ka number, the kernels

exhibit an increased propensity for wrinkling, leading to larger

flame surface areas, as illustrated from the wrinkling factor

in Figure 2. Elevated turbulence intensity (u′/SL) facilitates

surface convolution as the flame traverses an eddy, whereas an

increase in turbulent integral length scale (lt/lf ) appears to

exhibit a contrasting effect, diminishing small-scale wrinkling

and contributing to a more uniform and smooth flame sur-

face. The distinctive variations in flame area promptly affect

the HRR and consequently influence the global flame con-

sumption speed Sc, which is a key quantity of practical and

fundamental interest in engine and combustion applications in

general. It is important to highlight that, until around t = 0.5,

the elevated initial consumption speeds can be attributed to

the ignition effect, a period beyond the current study’s scope.

Subsequent to the dissipation of the ignition effects, Sc rises,

closely mirroring the ascending trend of Ξ. A clear trend is

apparent, indicating that turbulence enhances the fuel con-

sumption rate, increasing turbulent flame speed ST up to four

times when comparing the cases U3L28 and U12L15, which

have the lowest and highest Ka respectively.

Figure 2: Evolution of the global consumption speed (left),

wrinkling factor (middle) and stretch factor (right) in time

for the different cases. Red lines: u′/SL = 12, black lines:

u′/SL = 6, blue lines: u′/SL = 6. Solid lines: lt/lf = 15,

dashed lines: lt/lf = 28.

Rather than being solely influenced by the total area, Sc

can be significantly impacted by changes in the local flame

displacement speed on the flame front, arising from the in-

terplay of differential diffusion and turbulent mixing effects.

This influence can be quantified by the global stretch factor

I. The significant non-unity stretch factors observed are in-

dicative of the thermodiffusive effects of the lean-hydrogen

mixture, which alter the local flame behaviour from that of its

unstreched laminar counterpart, and becomes more apparent

with increasingKa, indicating the synergy between turbulence

and thermodiffusive effects in agreement with [11], in contrast

with flames that exhibit a near unity Le [12]. Hence, the in-

crease of the turbulent flame speed should not only attributed

to the increase of flame surface area but also to the increased

local reactivity.
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INTRODUCTION

Turbulence in pipe flow first appears in the form of local-

ized turbulent patches known as turbulent puffs [2]. See a

visualization of a turbulent puff in figure 1. At low Reynolds

numbers, puffs tend to decay following a memory-less process,

resulting in exponential lifetime distributions. From a dynam-

ical system point of view, decay events correspond to extreme

events of transitional pipe flow [1]. Like extreme events in

other dynamical systems, such as hurricanes in the weather

system, decay events are linked with a certain predictability

[5] that, to the best of our knowledge, has not been studied

yet. In this project we characterize the predictability of decay

events in pipe flow. To that end we perform a massive num-

ber of direct numerical simulations, initialized using different

instantaneous puffs. By gathering statistics of decay times,

we characterize the predictability of decay events. In order to

perform such a big number of individual DNS, we use a newly

developed C-CUDA code, that enables fast DNS.

Figure 1: Turbulent puff at Re = 1850. In red, isosurfaces of

u2
r+u2

θ
= 0.01U2. In grey, low speed streaks with u′

x = −0.4U

NUMERICAL METHODS

We consider the flow of a viscous Newtonian fluid with

constant properties in a straight smooth rigid pipe of circular

cross-section. The flow is assumed to be incompressible and

governed by the dimensionless Navier–Stokes equations

∂u

∂t
+ (u · ∇)u = −∇p+

1

Re
∇2u+ fp (t) · ex (1)

and ∇ · u = 0. (2)

Here, u is the fluid velocity, p the pressure, ex the unit vector

in the axial direction and fp (t) the time-dependent pressure

gradient that drives the flow at a constant bulk velocity (U).

All variables are rendered dimensionless using the pipe di-

ameter (D), U , and the fluid density (ρf ). The equations are

formulated in cylindrical coordinates (r, θ, x), where the veloc-

ity field has three components u = (ur, uθ, ux) in the radial,

azimuthal and axial directions, respectively.

We integrate the NSE numerically using a newly developed

C-CUDA version of the pseudo-spectral nsPipe code [4]. The

equations of motion are discretized using a Fourier-Galerkin

ansatz in the azimuthal (θ) and axial (x) directions. In the

radial (inhomogeneous) direction, high-order finite differences

(FD) are used. The user can select the stencil-length of the FD

scheme, being the default one a length of 7. The code assumes

periodic boundary conditions in the azimuthal and axial di-

rections. It also considers a non-homogeneously distributed

grid spacing in the radial direction, having more points clus-

tered close to the pipe wall than in the pipe center-line. The

NSE are integrated forward in time with a predictor-corrector

method. The divergence free condition is enforced at each

time step after iterating in the corrector step. The boundary

conditions at the wall are imposed using an influence matrix

method [6].

We perform DNS in a Lx = 50D long pipe domain, at

Re = 1850. We use a coarse grid that has been optimized

so the number of grid points is minimum, but the lifetime

distributions of puffs are well captured. We use Nr = 48 radial

points and Mθ = 96 azimuthal and Mx = 768 axial physical

points after aliasing. The maximum shear Reynolds number

measured is of Reτ ≈ 70 which results in a grid spacing in

viscous units of 0.06 ≲ ∆r+ ≲ 2.2, D∆θ+/2 ≳ 4.5 and ∆x+ ≳

9. The time step size is set equal to ∆t = 0.0025D/U . As

a heuristic threshold we assume that puffs decay when the

volume-averaged kinetic energy of the cross-sectional velocity

satisfies:

1

V

∫∫∫

V

(
u2
r + u2

θ

)
dV =

〈
u2
r + u2

θ

〉

r,θ,x
≤ 1e− 7. (3)

METHOD TO ASSES PREDICTABILITY

We asses the predictability of puff decay performing mas-

sive ensembles of simulations. We follow three steps.
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Step 1: base trajectories. We run i = 1, ..., Nb base tra-

jectory simulations, each initialized with a different instanta-

neous snapshot of a puff that decays at a given time T i
decay

.

Step 2: sampling the base trajectory. We save the instan-

taneous state of each base trajectory at several Nt = 10 times

tij , where j = 1, 2, ..., Nt, before the decay event tij < T i
decay

.

The predictability of each of these instantaneous puff states

Nb ×Nt will be assessed.

Step 3: run ensembles of simulations. For each base tra-

jectory i and instantaneous state of the system j, we per-

form massive ensembles of simulations. Each ensemble has

Nl = 200 simulations, and all of them are initialized with the

corresponding instantaneous field at tij , plus an additive white

Gaussian noise in all the d.o.f. of the system with magnitude

ϵ0 = 1e− 2.

In total we perform Nb × Nt × Nl individual simulations.

We use the ensembles of simulations to gather statistics of

decay events to characterize predictability.

RESULTS

We compute statistics of puff decay conditioned to be initi-

ated using different instantaneous puffs. See in figure 2 (left)

an example of a base trajectory, where points denote the in-

stantaneous puffs we use to compute statistics of decay events.

See the lifetimes statistics of each instantaneous puff in figure 2

(right). Note how, the cumulative distribution of lifetimes

tends to be clustered close to ∆t = 0, if the puff used to ini-

tialize the ensemble is close to the decay event of the base

trajectory. On the other hand if the puff is further back in

the past, the statistics look more similar to the expected ex-

ponential distribution.

Figure 2: To the left: a zoom in a puff base trajectory i with

a decay event at time t = T i
decay

. The points denote some in-

stantaneous times tij where massive ensembles of simulations

are launched. To the right: survival function of puff decay af-

ter a time span ∆t, for ensembles of simulations initiated close

to different puff states before decay. With a dashed black line,

the expected exponential distribution of puff decay without

conditioning the statistics, 1 − Pq ≈ exp (−1/τ) [2]. The col-

ors of the lines correspond to the colors of the points in the

left plot.

We use these lifetime distributions to characterize the pre-

dictability of each puff state. We compute the predictability

as the difference between these probability distributions, and

the expected exponential one. The Kullback-Leibler diver-

gence (KLD) measures the difference between two probability

distributions p and pq , and is given as:

KLD =
∑

x

p (x) log

(
p (x)

pq (x)

)

. (4)

Note that the KLD is minimum when p ≡ pq , then KLD → 0.

In our case, p is the normalized probability distribution func-

tion p =
dP (∆t)

d∆t
of the conditional statistics of decay shown

in figure 2 (right). The normalized probability distribution pq

corresponds to the expected exponential lifetime distribution,

dashed black line in fig 2 (right). The units of the KLD are

arbitrary, but the bigger the KLD is, the more different the

two distributions are, and therefore, the more predictable a

given ensemble is.

Figure 3: Kullback-Leibler divergence as a metric of pre-

dictability with respect to time, for a puff base trajectory i

with a decay event at t = T i
decay

. The positive horizontal axis

represents back in time with respect to a decay event. The

error-bars denote the uncertainty of computing the KLD us-

ingNl = 200 discrete data points according to a bootstrapping

analysis.

See in figure 3 the KLD of one base trajectory. The positive

horizontal axis corresponds to back in time with respect to

the decay events at T i
decay

. Close to the decay event, the

instantaneous state of the puff is highly predictable and the

KLD is maximum. As one goes back in time, predictability

decreases. We report that predictability does not necessarily

need to decrease monotonically.

By performing this analysis, for additional base trajecto-

ries, we classify puffs according to their predictability and aim

to identify what makes some puffs more predictable to decay

than others. We believe that, by identifying the features that

make a puff more predictable for decay, we can find the causes

behind a decay event.
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INTRODUCTION

Developing improved sub-grid scale (SGS) closure models

is an important research area within large eddy simulation

(LES). Most existing models are limited by their inability to

predict back-scatter and their assumption that the SGS stress

tensor is aligned with the resolved strain-rate tensor.

With recent advances in machine learning and high-

performance computing, there has been a growing interest in

using deep neural networks (DNNs) to learn more complex

deep learning SGS (DL-SGS) models.

In general, an a priori training approach has been used (e.g.

[1, 2]). A priori training trains a closure model as a standard

regression problem, where the input to the neural network is

the filtered/time-averaged DNS and the output is the DNS’

SGS tensor. The training is decoupled from the LES equa-

tions; once trained off-line on the DNS data, the closure model

is substituted into the LES for an a posteriori simulation.

However, in this approach, the training and prediction (LES

simulation) are inconsistent. For instance, the model receives

DNS data as its input during training while it receives LES

data as an input during prediction, and the significant effect

of numerical errors on high wavenumbers is unaccounted for.

This has been observed to affect accuracy and stability of DL-

SGS models, and may play a part in their limited application

to only relatively simple flows such as isotropic turbulence,

jets, and turbulent channel flows.

Optimizing the DL-SGS in an equation consistent manner

using adjoint training methods shows potential for address-

ing the limitations of a priori DL-SGS model training. It

has already been successfully applied to incompressible flows

including decaying isotropic turbulence, free jets, and bluff

bodies, and has been observed to offer superior performance

and improved stability compared to both classical and a priori

trained DL-SGS models [3, 4, 5].

In this paper, we develop adjoint methods for optimizing

DL-SGS models for compressible flow LES and apply them

to the flow around a NACA 0012 airfoil at Re = 50, 000 and

Ma = 0.4. Both the fluid mechanics and geometry are more

complex than previous applications of DL-SGS models: lami-

nar to turbulent transition, separation, and reattachment are

all key flow features. The adjoint trained DL-SGS model de-

tailed in this paper provides increased accuracy over both

no-model LES and the Smagorinsky eddy viscosity model

in out-of-sample computations within the same broad flow

regime as the training data, and even out performs no-model

LES (and is competitive with the Smagorinksy model) for far

out-of-sample simulation of fully separated flow, which con-

tains a large amount of unseen flow physics.

METHODOLOGY

The DNS and LES simulations in this paper are conducted

in PyFlowCL, an in-house compressible curvilinear finite dif-

ference solver. PyFlowCL is Python native and uses the

PyTorch and MPI libraries to enable scalable, distributed

simulation and DL-SGS model training with full GPU accel-

eration.

We model the LES SGS stress and heat flux tensors (τSGS

ij

and fSGS

ij
) with an anisotropic diffusivity approach, such that

τSGS

ij
≈ µhij (ρ, T,∆,∇⊗ u; θ)Sij , (1)

and

fSGS

j
≈ µh4j (ρ, T,∆,∇⊗ u; θ)

∂T

∂xj

, (2)

where ρ, ∆, T and u are density, grid spacing, temperature,

and velocity respectively. With these inputs the network is

Gallilean invariant. The output layer of the DNN h con-

tains an exponential linear unit (ELU) function, so that net

dissipation in the simulation is locally always positive (even

neglecting the kinetic energy removed by the implicit filter).

Our adjoint training approach seeks to learn the neural

network parameters θ such that the short-time evolution of

the LES solution matches the filtered DNS data as closely

as possible. To do this, the LES solution is initialized from

filtered DNS (fDNS) data and advanced for 1% of a chord

flow-through time. The flow field at the end of this period is

used to calculate an L1 loss based on the difference between

the LES data and the target fDNS flow field. Then, the auto-

differentiation abilities of PyTorch are utilized to advance an

adjoint equation backwards in time, accumulating gradients

of the loss with respect to θ, which can be used to optimize θ

using gradient descent-type algorithms such as RMSprop. We

use a minibatch approach, where multiple distributed LES

simulations are advanced simultaneously, and their gradients

are averaged at the end of each optimization iteration before

updating the DNN parameters.
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(a) AoA = 5  (Training)

(b) AoA = 7.5  (Out of sample)

(c) AoA = 15  (Out of sample)

0.0 0.5 1.0 1.5
Umag 

Figure 1: Instantaneous DNS velocity magnitude fields for a

NACA 0012 at Re = 50, 000, and Ma = 0.4.

DNS DATASETS

The DL-SGS model is trained on DNS data at AoA = 5◦.

A snapshot of the instantaneous velocity magnitude field pre-

dicted by the DNS is shown in Fig. 1a. The PyFlowCL DNS

at this condition has been extensively validated, for example

showing good agreements with the DNS pressure and friction

coefficient distributions in [6]. The DNS shows the expected

well-known flow structure of this configuration: there is a

leading edge laminar separation bubble, which rolls up into

vortices that breakdown, causing turbulent reattachment at

around 60% chord. The DNS grid contains 186M points; the

LES grid is formed by down-sampling this grid by a factor of

8× 4× 9 in the x, y, and z directions, leading to a 2,300-fold

reduction in computational cost (288-fold in space, and 8-fold

in time).

After training, the model is used in a posteriori LES at

AoA = 5◦, 7.5◦, and 15◦ (shown in Fig. 1a, b, and c respec-

tively. The a-posteriori simulation at AoA = 5◦ is considered

quasi-out-of-sample—this is because, although the model has

been trained on DNS data at this angle of attack, this was

only over 1% of a chord flow-though time, and not over the

20+ flow-through times required in the LES to expel initial

transients and calculate flow-field statistics.

Two fully out-of-sample flow conditions are simulated. The

first, at AoA = 7.5◦ exhibits the same qualitative flow struc-

ture as the quasi-out-of-sample case, however it reattaches

much earlier at around 30% chord, leading to a more devel-

oped turbulent boundary layer over the latter half of the airfoil

suction surface. The second, at AoA = 15◦ is very far out-of-

sample. As can be seen in in Fig. 1c, the flow field for this

case is fully separated, with the dominant mechanism for un-

steadiness in the separation bubble being the roll-up of a large

vortex at the trailing edge, which the persists downstream in

a vortex street. These flow features are entirely unseen in the

training data, meaning that AoA = 15◦ is expected to be a

very challenging case for the DL-SGS model.

RESULTS

The errors (relative to filtered DNS, fDNS) in the lift and

drag coefficients (CL and CD) predicted by no-model LES,

LES with the Smagorinsky SGS model (with Cs = 0.1), and

LES with the DL-SGS model are shown in Tab. 1. In both

the 5◦ and 7.5◦ cases, where the DL-SGS has been trained

over representative physics, it out performs the no-model LES

with errors that are more than 50% smaller in both CL and

CD. At these conditions, the Smagorinsky model behaves

extremely poorly—due to its well-known issues in transitional

flows, it incorrectly predicts flow separation.

At AoA = 15◦, the DL-SGS has similar errors to the

Table 1: fDNS lift and drag coefficients and relative errors of

LES simulations.

Angle of attack 5◦ 7.5◦ 15◦

fDNS CL 0.605 0.725 0.789

No model CL error [%] 6.2 12.5 3.5

Smagorinsky CL error [%] 35.4 16.2 12.9

DL-SGS CL error [%] 3.0 4.8 13.2

fDNS CD 0.036 0.050 0.273

No model CD error [%] 6.8 22.0 29.6

Smagorinsky CD error [%] 51.9 93.6 14.7

DL-SGS CD error [%] 2.58 7.24 17.6

Smagorinsky model—this is considered to be extremely en-

couraging given the far out-of-sample fully separated nature

of this flow condition, indicating that the DL-SGS model has

learned at least some generalizable properties of turbulence.

We highlight that, if we had optimized the value of Cs in

the Smagorinsky model at AoA = 5◦ in a similar way to the

DL-SGS, we expect it to be very close to zero, resulting in sig-

nificantly worse performance of the Smagorinsky model (on a

par with no model) at AoA = 15◦. The no model LES accu-

rately predicts CL at AoA = 15◦, but has an error in CD that

is 50% larger than the other two LES simulations, suggesting

that the accurate CL prediction is likely due to a cancellation

of errors, not accurately capturing the flow field.

CONCLUSION

The results presented here show a significant improvement

in the ability of DL-SGS models to predict complex flows

and generalize reasonably well to unseen physics. This is

attributed to the equation-consistent optimization of the DL-

SGS model using an adjoint training method. The full paper

will analyze the LES flow fields in detail to yield insights in to

what flow-physics the model has learned. It will also assess re-

sults of the model at additional out-of-sample conditions (AoA

and Re), a model trained with an input space extended to in-

clude second derivatives, and a model trained over a longer

time-period.
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INTRODUCTION

Numerical precision in large-scale scientific computations

has become a frequently discussed topic due to new develop-

ments in computer hardware. Low-precision arithmetic of-

fers the potential for significant performance improvements,

but the uncertainty added from reducing the numerical pre-

cision is a major obstacle for it to reach prevalence in high-

fidelity simulations of turbulence [1]. In the present work,

the impact of reducing the numerical precision under dif-

ferent rounding schemes is investigated and compared to

the presence of white noise in the simulation data to ob-

tain statistical averages of different quantities in the flow.

To investigate how this impacts the simulation, an exper-

imental methodology to assess the impact of these sources

of uncertainty is proposed, in which each realization ui at

time ti is perturbed, either by constraining the flow to a

coarser discretization of the phase space (corresponding to

low precision formats) or by perturbing the flow with white

noise.

EXPERIMENTAL METHODOLOGY

We consider the discretized system ui+1 = f(ui) where

ui = {ui
1
, . . . , ui

n} and u ∈ Fn where Fn is a finite precision

discretization of the phase space P. In order to assess the

sensitivity and robustness of such a discretization we evalu-

ate the impact of the following perturbed system

ui+1 = g(f(ui)) (1)

where g maps an original state to a slighlty different one. In

this work, three different versions of g are considered:

g(u) = roundRTN,FP(u) (2)

g(u) = roundSR,FP(u) (3)

g(u) = (1 + ϵδ)u, δ ∼ Un
[−1,1]

(4)

where roundRTN,FP corresponds to conventional rounding-

to-nearest (RTN) to a numerical representation in floating

point precision FP, roundSR,FP corresponds to stochastic

rounding (SR) to precision FP, and the last version adds

uniformly distributed white noise to the solution ui, sam-

pling the new value in the range f(ui) · [1− ϵ, 1 + ϵ].

Stochastic rounding for a value x between two values x1

and x2 corresponds to rounding up to x2 with probability

(x − x1)/(x2 − x1) and down to x1 with probability (x2 −

x)/(x2 − x1) while round-to-nearest would deterministically

round x to x1 and x2 whichever is closest to x. The reason

for incorporating stochastic rounding is due to recent works

indicating that this method avoids so-called stagnation in

dynamic systems, where x is repeatedly rounded to the same

value, although x changes.

THE LORENZ SYSTEM

To assess the viability of this approach a first study is

carried out using the Lorenz system for different parameters.

The Lorenz system is commonly written as, for u = (x, y, z):

du

dt
= (σ(y − x), x(ρ− z)− y, xy − βz). (5)

The system is then discretized with ui+1 = f(ui) with a

Runge-Kutta scheme of order four (RK4). Statistics are

computed over ensembles of 1000 runs where the initial con-

dition is varied, for each run in the ensemble, the simulation

is run for 1500 time units, statistics are collected for 1000

time units, and the first 500 time units of each simulation are

discarded. The simulation is carried out first with the com-

monly used parameters ρ = 28, σ = 10, β = 8

3
, but also with

increasing ρ = 30, 60 as well as three different time steps

∆t = 0.001, 0.01, 0.1. The parameters are also varied as we

consider six different numerical precisions, namely conven-

tional double-precision (64 bits), single-precision (32 bits),

half-precision (16 bits), brain float 16 (bfloat16), as well as

the two recently proposed quarter (8 bits) precision formats

q43, and q52, with 4 and 5 exponent bits respectively, com-

pared to double-precision’s 11 exponent bits. The parameter

ϵ for the noisy simulations is then used to match the machine

epsilon of each considered floating point precision. Details

for each precision can be found in [5] Evaluating the per-

turbed system ui+1 = g(f(ui)) we then collect first and

second-order statistics as well as compute the second-order

moment of the velocity increments between each time step

⟨∆u2⟩ = ⟨(ui+1 − ui)2⟩ = ⟨(ui+1)2⟩+ ⟨(ui)2⟩ − 2⟨ui+1ui⟩(6)

= 2(⟨u2⟩ − ⟨ui+1ui⟩) (7)

as computing the time average over ui or ui+1 is the same

due to the system being statistically stationary. Due to this

the first order moment is also zero, ⟨∆u⟩ = 0. As we only

consider statistical quantities in this study we only consider

ergodic, statistically stationary systems.
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⟨z⟩ ⟨∆z2⟩1/2

FP64 23.55, 23.55, 23.55 0.79, 0.79, 0.79

FP32 23.55, 23.55, 23.55 0.79, 0.79, 0.79

FP16 23.50, 23.55, 23.55 0.80, 0.79, 0.79

BF16 24.14, 23.59, 23.58 0.71, 0.79, 0.79

Q43 37.28, 22.77, 24.73 0.00, 1.12, 1.21

Q52 12.49, 25.51, 25.56 0.00, 1.79, 2.21

Table 1: Computed time averages for the Lorenz system for

ρ = 28,∆t = 0.01. The three values in each column corre-

spond to deterministic rounding (RTN), stochastic rounding

(SR), and adding noise.

By looking at the results from the Lorenz system in Ta-

ble 1, we note that stochastic rounding avoids the impact of

stagnation that is evident for RTN for lower precisions and

performs similarly to the noisy simulations. Second is that

the simulation is robust until 16 bits. However, we note in

other simulations that the number of bits necessary is also

coupled with the length of the time step and also changes

when ρ is increased.

CHANNEL FLOW

The same methodology is now applied to direct numeri-

cal simulation of turbulent channel flow at Reτ = 182 and

395, based on the friction velocity uτ , channel half-height

δ and kinematic viscosity ν. The simulation domain is of

size 4

3
πδ, 2δ, 4πδ for both cases and with periodic boundary

conditions in the streamwise and spanwise directions and no-

slip boundary conditions at the two walls. Unlike the Lorenz

system, we consider only one simulation per rounding pro-

cedure, leading to nine simulations per Reynolds number.

In the initial simulations, we employ the pseudo-spectral

solver SIMSON [3] with 128 modes in each spatial direc-

tion Reτ = 182 case and 512, 193, 256 for Reτ = 395 in

the streamwise, wall-normal, and spanwise directions re-

spectively. The rounding at each time step is performed

with the library CPFloat [5], all simulations restart from

the same initial conditions, and statistics are collected for

500 non-dimensional time units based on the channel cen-

terline velocity Ucl and δ. We are applying our methodology

to a similar set of simulations by using the recent spectral-

element solver Neko [4], to assess whether similar results for

these flow cases can be obtained independent of spatial and

temporal discretization.

To illustrate our initial results, we assess the impact of

different roundings by influencing the state at each time

step of the simulation according to(1) with a time step of

∆t/(δ/Ucl) = 0.003. We show the difference between using

deterministic and stochastic rounding in Figure 1 . These

measurements of the first moment of the streamwise velocity

illustrate the same behaviors as we obtained for the Lorenz

system in which stochastic rounding converges to the full

precision measurements to a larger extent. Using q43, with

only 4 exponent bits failed to capture the multiscale behav-

ior of turbulence, and the simulation cannot be obtained for

deterministic rounding, while it follows the linear behavior in

the near-wall region. For q52 we observe that the statistics

are severely impacted when using deterministic rounding,

but that when using stochastic, we for this first-order quan-

tity obtain a good match by using higher precision. For noise

the first-order moments are preserved well. However, for

Figure 1: Mean flow profile in plus units for Reτ = 395 for

runs using deterministic and stochastic rounding as well as

influencing the flow with noise. For deterministic rounding

q43, the simulation became unstable and did not finish.

higher-order moments we observe that the difference for all

perturbed systems is significant and the difference between

q52 and the other precision is significant. For precisions such

as FP16 or bfloat16 though, the results are in good agree-

ment also for higher moments.

We are now in the process of evaluating how the probabil-

ity density functions of the velocity and velocity increments

∆u change as precision and noise influence the simulation.

Comparing the sensitivity close to the wall, we see indi-

cations that the near-wall region is less impacted as well,

similar to previous works looking at the uncertainty of tur-

bulent statistics [2]. Of note in general, is that the flow

field and simulation results seem remarkably robust under

the influence of rounding and noise for channel flow. An

open question is how this translates to more sensitive cases,

such as separation, and whether these results can be used to

obtain higher performance or for turbulence models and to

assess the uncertainty prevalent in simulations of turbulence.
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INTRODUCTION

Due to the rapid increase in available computational re-

sources and the development of high-resolution fluid simu-

lation techniques, Direct Numerical Simulation (DNS) and

Large Eddy Simulation (LES) are increasingly used to com-

plement experiments for fundamental flow studies. Moreover,

scale-resolving approaches provide access to the statistical mo-

ments of the flow variables for the development, calibration,

and validation of turbulence models [1]. In this context, a

rigorous quantification of the uncertainty on the statistics is

essential for numerical studies. Fonseca et al. [2] pointed out

that the lack of convergence of statistical fields is a source of er-

ror in the Reynolds stress tensor and, thus, in the calibration of

RANS models. The reporting of uncertainty margins is a com-

mon practice in experiments and allows relevant conclusions

about the physics under consideration. However, uncertainty

is not consistently reported in the DNS literature.

Simulation errors can be classified in three categories. The

first category relates to uncertainties linked to numerical ap-

proximation errors. The second category correspond to statis-

tical errors. The third category is associated with boundary

conditions (i.e., potential reflections and local distortions of

the flow). The present work concentrates on the estimation of

statistical errors. The evolution of the statistical errors over

time can be quantified using sampling error estimators from

which the duration of a DNS or LES can be determined by

the accepted statistical uncertainty of the quantity of interest.

Nonetheless, assessing such an estimate is challenging due to

the high and unknown correlation within the time signal. Fur-

thermore, this correlation may vary considerably across the

spatial domain.

The basic confidence interval ϵn = σ/
√
n where σ is the

standard deviation of a single sample, and n is the number of

samples, is constructed on the hypothesis that the data are

identically, independently distributed (i.i.d.) samples. How-

ever, such an assumption does not hold for most real-world

problems. The numerical simulation of a continuous-time

chaotic system requires a small time step to accurately resolve

turbulence structures, resulting in highly correlated succes-

sive samples. For this case, several approaches to evaluate

the variance of sampling means have been proposed in the

literature, e.g. [3, 4] among which many are based on the

modelization of the random process and the adjustment of

the model parameters via a maximum likelihood formulation.

Batch means methods such as the Moving Blocks Bootstrap

method (MBB) [5, 6] have been developed to reduce model de-

pendencies. Unfortunately, they require storage of all samples

to evaluate the statistic of interest, making them impractical

for DNS or LES due to prohibitive memory requirement.

The present work is a first step in the development of a

statistical uncertainty quantification methodology for first-

order statistics of DNS computations: the development of

unbiased estimators to quantify the expected deviation from

the infinite-time-averaged statistic without any prior knowl-

edge of the statistical process and with a limited amount of

samples. To overcome the memory problem, all statistical

quantities are evaluated using cumulative approaches. We de-

veloped three estimators for the variance of sample mean and

tested them on three representative test problems: a generic

autoregressive (AR) process, the solutions of the Kuramoto-

Sivashinsky equations, and a DNS of the turbulent flow over a

two-dimensional periodic hill, which features a massive separa-

tion from a curved wall. In comparison to existing techniques,

our estimators are cumulative, work well with short-duration

time signals, account for correlation, and result in very little

computational overhead.

METHODOLOGY

To get the uncertainty about the sample mean xn, one

needs to evaluate the variance of the sample mean, defined as,

Var (xn) =
σ2

n

[

1 + 2

n−1∑

k=1

(

1−
k

n

)

ρk

]

. (1)

In Eq. 1, the variance σ2 and the correlation terms ρk of the

variable x are unknown. Therefore, in this work, three esti-

mators of the ACF (Eqs. 2, 4, and 6) are employed to develop

three asymptotically unbiased estimators of the sample mean.

The extension to the confidence interval is based on the gener-

alization of the Central Limit Theorem [7]. In the expressions

below, the constant m is a truncation of the number of sam-

ples n evaluated through an optimization procedure, while the

constants a1, a2, a3, and b3 are functions of n and m.

Estimator 1 This estimator is based on the classical ACF

estimator γ̂k, defined as,

γ̂k =
1

n− 1

n−k∑

t=1

(xt − xn)(xt+k − xn). (2)

Based on Eq. 1 and the evaluation of the expectation of Eq. 2,

the estimator of the variance of the sample mean is given by

Var (xn) ≈ a1

(

s2n + 2

m∑

k=1

γ̂k

)

, (3)
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where sn is the sample variance computed recursively.

Estimator 2 This estimator uses the quadratic variation

estimator, initially proposed by Andersen et al. [8],

δ̂k =
1

n

n−k∑

t=1

(xt − xt+k)
2. (4)

Following similar manipulation as for Estimator 1, we obtain

Var (xn) ≈
a2(n− 1)s2n −

∑m
k=1

δ̂k

n(1− a2)
. (5)

Estimator 3 This third estimator is based on the non-

centered classical ACF estimator,

φ̂k =
1

n− k

n−k∑

t=1

xtxt+k. (6)

The resulting estimator of the variance of the sample mean is

Var (xn) ≈ a3

[

(n− 1)s2n + 2

m∑

k=1

(n− k)φ̂k + b3x
2
n

]

. (7)

RESULTS

For the sake of brevity, only the results on a AR(K) process

are briefly presented in the present abstract. This AR(K) pro-

cess is a synthetic model for a stochastic process with known

mean, variance and correlation function. It is constructed by

computing a new sample value xi as a finite weighted sum of

the K previous sample values plus a white noise:

xi =

K∑

k=1

αkxi−k + ϵi , (8)

where αk are real coefficients and ϵi is a sample of a white

Gaussian noise, i.e., ϵi ∼ N
(
0, σ2

ϵ

)
. The resulting system is

statistically stationary, with a zero mean, after a “certain”

initial transient, due to the initialization of the first K value

of the process. The coefficients of the auto-covariance function

are obtained with the Yule-Walker equations described in the

chapter Autoregressive Processes of [9].

Figure 1 shows the evolution of the confidence intervals

size with increasing realization lengths for our three estima-

tors, taken between 27 and 214, on an ensemble of B = 100

distinct time series of an AR(6) process. Because B AR(6)

processes are generated, B confidence intervals have been ob-

tained for each n value. Hence, for each n value, the variance

over the confidence intervals is evaluated to plot the error bar

in Fig. 1. The exact confidence interval size, computed with

the analytical expression of µ, σ2, and ρk, is drawn in a red

dotted line. The MBB method and the estimator proposed by

Beyhaghi et al [4] are also compared as additional references.

However, both require all samples of the time series, which is

impractical for scale-resolving simulations.

Our three estimators behave similarly and are all three

asymptotically unbiased. For the highest number of samples

of 214, the relative error with respect to the exact confidence

interval is approximately 0.2−0.3%. The MBB method con-

verges more slowly compared to our estimators and slightly

underestimates the exact confidence interval size with a rela-

tive error of 5.2% at n = 214. The main advantage the Bey-

haghi estimator lies in the optimization of the auto-correlation

function based on the complete time series, leading to good es-

timations even for small n. However, the computation of their

estimator is expensive. We conclude that the three estima-

tors introduced in the present study converge faster than the

MBB method and coincide well with the Beyhaghi estimator

at moderate and large n, at a much lower cost though.

103 104

n
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101

√
a
r( x

n)

Estimator MBB
Beyhaghi et al.
Estimator 1
Estimator 2
Estimator 3
Exact

102 103 104 105

10−1
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101

Estimator MBB
Exact
σ/√n

Figure 1: Evaluation of three estimators of the variance of the

sample mean on 100 realizations of an AR(6) process.

CONCLUSION AND PERSPECTIVES

Three estimators are presented in this work for the pre-

diction of the variance of the sample mean, i.e., to quantify

the uncertainty linked to the approximation of infinite-time-

average statistics of statistically stationary ergodic processes.

These estimators are asymptotically unbiased and can be com-

puted with a cumulative approach and a small set of

correlation coefficients to reduce the memory storage in

scale-resolving flow solvers. The long-term goal of this work

is to provide confidence interval maps of all computed statis-

tics for a fair comparison with experimental data and other

high-fidelity simulations.
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INTRODUCTION

Scale-resolving simulations, such as DNS, LES, and hybrid

RANS-LES, result in spatio-temporal fields of different quanti-

ties of turbulent flows. Among the outcomes of interest from

such simulations are the turbulence statistics which are es-

timated by applying sample mean estimators (SMEs). By

nature, such statistics are uncertain up to some level due to

the use of finite-size sets of samples in the SMEs. Quantify-

ing such uncertainties has been the subject of a few studies,

see e.g. [1, 2, 3]. But all uncertainty quantification (UQ) tech-

niques in the literature have been typically applied in an offline

mode, meaning that they require to have access to all samples

of the turbulence time series at once. This requires the time

samples of quantities to be collected during the simulation

and written on disk. The UQ analyses are then performed

as a post-processing step. These methods are useful but can-

not be used for large amount of data produced in large-scale

turbulence simulations which are becoming more affordable

due to the progress in high-performance computing technolo-

gies. Additionally, we would like to have the possibility of

online monitoring of the uncertainties in turbulence statistics

in next generation of CFD software [4]. Aligned with these,

we have developed a framework for in-situ/online estimation of

time-averaging uncertainties in SMEs of turbulent flows statis-

tics [5]. The underlying algorithms which are briefly explained

in the following section, are low-storage, flexible (can be used

with any CFD software), computationally efficient, and result

in accurate estimation of uncertainties on par with the offline

methods.

WORKFLOW AND ALGORITHMS

Consider a turbulence time series for variable x, with as-

sociated samples denoted by x = {xi}
n
i=1, where xi = x(ti).

The sampling intervals are assumed to be identical. A general

characteristic of turbulence time series is that the samples

x = {xi}
n
i=1 are autocorrelated up to a generally unknown

time lag. The SME for a sample time series of x reads as,

µ̂ := Ê[x] =
1

n

n∑

i=1

xi . (1)

The uncertainty in µ̂ can be obtained from the following ana-

lytical expression [6]:

V[µ̂] = σ2(µ̂) =
1

n



γ0 + 2

(n−1)
∑

m=1

(

1−
m

n

)

γm



 , (2)

where γm is the autocovariance of x at lag m. The sample-

estimated γ̂m at high lags are, by definition, oscillatory.

Therefore, directly using γ̂m in Eq. (2) would result in inaccu-

rate values of σ̂(µ̂). Two general remedies have been proposed.

First, using a smooth model for the autocovariance function

(ACovF) γ(m) built based on a limited number of sample-

estimated γ̂m with m ∈ mtrain. The second strategy is to

avoid using Eq. (2) and rely completely on the batch means,

see [2]. The first approach is, however, more intuitive, accu-

rate and less dependent on hyperparameters (such as the batch

size in the second approach). The framework introduced in [5]

provides streaming algorithms for both strategies, but keeps

the main focus on the first strategy. There are a few main

elements in the in-situ framework which are shortly reviewed

here. An algebraic model is introduced for modelling the au-

tocorrelation functions (ACF), ρ(m) = γ(m)/γ(0):

ρ(m) = a exp(−bm) + (1− a) exp(−cm) , (3)

where the parameters a, b, and c are estimated using a given

a finite set of training γ̂m, m ∈ mtrain where mtrain is flexible

(e.g. full or sparse sets associated to fixed or variable sampling

intervals). The updating formulations of the sample mean and

variance estimators in Ref. [5] rely on the expressions proposed

by Welford [7]. For sample-estimated autocovariances, an up-

dating expression has been derived starting from,

Γm
i,j = (j − i+ 1)−1

j∑

k=i

(xk −Mi,j)(xk−m −Mi,j) , (4)

where Γm
i,j is the contribution of samples between i and j in

γ̂m, and Mi,j is the corresponding updating sample mean of x.

For evaluation of some terms in the expanded form of Eq. (4)

which contain xj−m, access to m previous samples is required.

To avoid the storage of the whole data samples, the use of an

updating buffer array is proposed in [5]. The resulting UQ

method is called in-situ modelled ACF (iMACF). Although
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Figure 1: Impact of the function used for modeling the ACF

from 105 time samples taken from a turbulent channel flow

averaged streamwise velocity ⟨u⟩xz at y+ = 94. The training

sample-estimated ACF data are taken at the first 100 time

lags. The ACF models ρ2(m) and ρ1(m) refer to Eq. (3)

with all terms and only the first term on the right-hand side,

respectively.

the algorithms can be directly implemented in a CFD software,

they are wrapped as VTK (Visualisation Toolkit) filters in [5]

and executed in a Catalyst [8] pipeline together with native

VTK filters, for instance, to extract slices from the original

mesh (regions of interest). This makes the whole framework

versatile.

RESULTS

The accuracy, robustness and computational efficiency of

the described framework have been extensively tested based

on the LES of turbulent flows in a channel at Reτ = 300

(for a-priori analyses), over a NACA4412 wing section at

Re = 75000, and around a rotor built out of four blades with

NACA0012 airfoil profiles at Re = 10000. All simulations have

been performed by the open-source spectral-element CFD soft-

ware Nek5000 [9] using conformal meshes except the rotor case

for which an adaptive mesh refinement strategy was adopted.

The expression (3) has been demonstrated to be capable of

accurately modelling the ACFs, and hence accurately estimat-

ing σ̂(µ̂). This is shown, for instance, in Figure 1 for the time

series of the streamwise velocity of the turbulent channel flow

use case at an arbitrary distance from the wall. The model

(3) is also robust against how the training samples mtrain are

selected. This property is highly beneficial to reduce the mem-

ory when streaming algorithms for computing γ̂m, m ∈ mtrain

are adopted. Figure 2 represents the contours of the SME of

the streamwise velocity along with its associated σ̂2(µ̂) esti-

mated by the iMACF method. The level of uncertainties is

higher near the trailing edge of the suction side of the wing.

Obtaining such a plot using any offline method would require

collecting and storing time samples of the velocity at each of

the grid points located within the illustrated region of interest,

a task that would have slowed down the simulation and re-

quired a considerable disk space and memory. If a batch-based

method was used, then the estimated uncertainties could be

biased with respect to the selected value for the batch size.

CONCLUSIONS

A versatile, accurate, and computationally efficient frame-

work has been designed and tested for in-situ estimation of

time-averaging uncertainties in sample mean estimators ap-

pearing in turbulence statistics. The framework can be linked

Figure 2: Contours of (top) the SME of streamwise velocity u

and (b) associated variance estimated by the iMACF method

for the NACA4412 wing use case. The time averaging was per-

formed for overall 5.37 time units equivalent to 200000 time

steps. Every 20-th sample was considered in the time averag-

ing.

to any CFD software and handle both conformal and adap-

tively refined meshes. The weak and strong scaling tests

demonstrated a negligible overhead in the computational cost

and memory usage by the framework. These results are

encouraging to extend the framework to include other in-

situ/streaming data analytic techniques in future.
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INTRODUCTION

The dynamics of fluid flows is complex and requires ad-

vanced numerical techniques for accurate prediction and anal-

ysis. Large Eddy Simulation (LES) has gained popular-

ity in recent years, primarily due to advancements in high-

performance computing and the proliferation of computer

clusters. LES has become the method of choice for sim-

ulating flows in scenarios where Direct Numerical Simula-

tion (DNS) is too computationally expensive but Reynolds-

Averaged Navier-Stokes (RANS) models provide inaccurate

results.

Among the many LES methodologies, the Variational Mul-

tiScale (VMS) and the Streamline-Upwind/Petrov-Galerkin

(SUPG) method have emerged as powerful tools for address-

ing the challenges posed by a wide range of flow problems.

One can be seen as the evolution of the other. Both have

earned recognition for simulating convection-dominated flows

capturing a broad spectrum of flow scales, and offer a promis-

ing avenue for understanding the intricacies of complex fluid

behavior. They have been used successfully to study incom-

pressible flows. Bazilves et al. [1] and Colomés et al. [2]

have used the VMS to simulate the turbulent channel up to

Reτ = 395.

We present the results of our research conducted using an

in-house code developed in the Julia programming language.

Our study focuses on the implementation and utilization of

SUPG and VMS to solve fluid dynamics problems using struc-

tured quadrangular grids and first-order elements. The two

methods are compared while solving in 2D: Taylor-Green vor-

tices, vortex-shedding and lid driven cavity flow. Different

aspects are analyzed: how the error decays with the mesh

refinement, differences between suing the θ and α (originally

introduced in [3]) method for time-marching. Furthermore, an

in-depth analysis on the conditioning number of the matrices

is carried out, it is investigated how the stabilization terms act

on it and how the time step plays a key role in the stability of

the resolution.

We also show the capabilities of the Julia programming

language [4] for high-performance scientific computing and the

advantages of developing an internal code for customized CFD

simulations.

The insights and results presented in this paper contribute

to the growing body of knowledge regarding advanced CFD

techniques and their implementation in Julia, opening doors

for improved modeling and simulation capabilities in various

engineering and scientific disciplines.

METHODS

The non-linear time dependent formulations of the SUPG

and VMS which have been implemented and solved are go-

ing to be presented. In both methods, the addition of new

terms to the weak form of the governing equations, tailored to

the specific instabilities encountered, results in stabilized solu-

tions. The new stabilization terms allow us to use same-order

elements for both velocity and pressure. Without the new

terms the stability Brezzi-Babuska condition is not statisfied,

[5], and the solution is unstable. The new stabilized terms

have the fundamental characteristic of being residual-based.

This means that they approach zero when the original flow-

governing equations (mass conservation (1) and momentum

conservation (2)) are satisfied.

Rc = ∇ · u⃗ (1)

R⃗m =
∂u⃗

∂t
+ (u⃗ · ∇)u⃗+∇p− ν∆u⃗− f⃗ (2)

RESULTS

Taylor-Green

The Taylor-Green vortex is a classical two-dimensional test

case because an analytical solution is available. The accuracy

of the model is tested for different mesh grid sizes, time steps

and ODE method.

The report of the relation the velocity error and the size

of the mesh is shown in graph 1. Simulations have been per-

formed using the α and θ method for time integration.

Vortex-Shedding

In this example, the classic unsteady flow over a circular

cylinder is tested to evaluate the performance of the SUPG

and VMS in unsteady problems. This test case allows us to

use the method on a non-orthogonal mesh. Figure 2 show

an snap-shot of the vortex-shedding behind the cylinder. The

shear is extremely regular. To avoid numerical instabilities
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Figure 1: Taylor-Green: velocity mesh error

Figure 2: Vortex shedding: instantaneous velocity magnitute,

Reynolds 1000

due to the boundary condition at the outlet, a sponge ficti-

tious layer has been added. In the last cells the viscosity is

increased (according to a parabolic law) to dissipate all the ex-

iting flow. This reduces flow recirculation close to the outlet

section, reducing numerical instabilities.

MATRICES AND CONDITION NUMBER

In general, stabilized methods, e. g. SUPG and VMS, are

a form of implicit LES that uses a variational approach to

separate the flow into scales, and then computes the larger

scales explicitly. The unresolved scales are modeled using a

residual-based formulation. The idea behind stabilized meth-

ods can also be seen from a computational perspective. New

terms, which are proportional to the residual of momentum

and continuity equations, are added to the variational formu-

lation of the Navier-Stokes equations, in order to reduce the

conditioning number of the matrix. In fact, at high Reynolds

the matrices are ill-conditioned, and the conditioning number

explodes to infinity.

Table 1 shows the matrix conditioning number for the

Taylor-Green vortex case using a different stabilized method.

It is necessary just to look at the order of magnitude of the con-

dition numbers in the different cases to notice how that non-

stabilized formulation is tremendously ill-conditioned. The

stabilized method allows one to reduce it by 15 − 20 orders

of magnitude. It is worth noting that the SUPG and VMS

methods produce matrices within a very close conditioning

number. However, surprisingly, for this case the VMS has a

conditioning number which is one order of magnitude higher

than the SUPG.

Looking at the sparsity pattern of the matrices is really

useful to acknowledge how the variational formulation works

Method Condition number

Not-stabilized 2.81× 1022

SUPG 2.00× 106

VMS 1.90× 107

Table 1: Matrix conditioning number for Taylor-Green Vortex

case
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Figure 3: Not-stabilized (left) and VMS stabilized (right) ma-

trices for Taylor-Green vortex

and how the stabilized method modify it.

Figure 3 shows the composition of the final matrix for

Taylor-Green case. It is intuitive to identify the rows cor-

responding to the continuity and momentum due to the lack

of pressure terms in the continuity equations. It is the matrix

for a coarse grid, 20×20. The total number of degrees of free-

dom sums up to approximately 202 ·3 = 1200, which is the size

of the matrix. The fill-inn is 32347/12002 ≈ 2.24%. Each de-

gree of freedom (dof) in each node is influenced by the shape

function of the 9 neighboring nodes. It means that each dof is

influenced by just 9 shape functions over 400, 9/400 ≈ 2.25%

which close to the fill-in of the matrix. Stabilized methods

increase the fill-in of the matrix.

As mentioned, the continuity equation does not depend on

pressure. Therefore, the matrix does not have diagonal ele-

ments for approximately 33% of the matrix (25% for a 3D

case).
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INTRODUCTION

Numerical simulations provide valuable insight into the

complex unsteady turbulent flow fields at high Reynolds num-

bers. However, the scale-resolved simulations, e.g. large-eddy

simulations (LES) or direct numerical simulation (DNS), of

such complex flow problems are challenging even with cur-

rent computing capabilities. Therefore, they are hardly used

in industrial applications. Reynolds-averaged Navier-Stokes

(RANS) models offer reduced computational cost due to lower

resolution requirements. However, these models are not well

suited for unsteady high-shear flows.

An interesting method to efficiently simulate complex un-

steady turbulent flows is the zonal RANS/LES concept,

sometimes also referred to as segregated RANS/LES, which

promises to provide accurate results at reduced computational

cost by limiting the turbulence-resolving LES where reso-

lutions beyond the integral length scale are necessary in a

region of interest. The main challenge lies in the RANS-LES

coupling which has to ensure a smooth transition between non-

turbulence-resolved and turbulence-resolved domains. The

difference between various RANS-LES forumulations is the

hard interface between the predefined computational domains

with a discontinuous solution. Hybrid methods use blending

functions to switch between the different turbulence modeling.

In general three different zonal interfaces have to be con-

sidered. At the inflow of the embedded LES domain turbulent

fluctuations have to be created using the time-averaged RANS

flow field, whereas the outflow has to be formulated such that

no reflections of the fluctuations occur. The third interface

is a tangential or wall-parallel RANS/LES interface. This in-

terface has been investigated only in a few of studies. An

overview is given in Fröhlich et al. [1] and Arvidson [2].

Quéméré et al. [3] developed a method to calculate velocity

fluctuations for the embedded LES domain called enrichment,

which was applied to a LES-to-RANS interface inside a turbu-

lent boundary layer. Here the velocity fluctuations described

at the ghost cells of the embedded LES domain are calculated

by superimposing the velocity obtained by RANS and veloc-

ity fluctuations calculated from cells embedded in the LES

domain. Terzi et al. [4] and Mary [5] used this method to

simulate a curved air intake configuration. They concluded a

failure of the tangential coupling described by [3] in cases of

non-trivial mean mass fluxes at the tangential interface since

inflow fluctuations cannot be obtained.

In the following the zonal method and the numerical setup

will be described. Preliminary results are shown and an out-

look of future work is given.

ZONAL METHOD

In this work, a semi-coupled zonal RANS/LES method is

presented with a novel tangential zonal interface (TZI) for-

mulation. The interface allows an exiting and entering mass

flux over the surface determined by the surrounding RANS

domain which ensures the correct mass flux in the embedded

LES domain. Velocity fluctuations are applied by sampling

from cells of the embedded LES domain similar to the en-

richment method [3]. However the cells cover an extended

area of embedded domain. The sampling distance is set to

approx. one correlation length of the velocity fluctuations to

mitigate flow dependences. The minimal wall distance of the

tangential interface will be part of a parametric investigation.

This interface is coupled with wall-normal inflow and outflow

boundaries of the embedded LES domain resulting in a further

reduction of the overall size of the embedded LES domain. At

the inflow the reformulated synthetic turbulence generation

(RSTG) method by Roidl et al. [6] is used to generate the

turbulent velocity fluctuations from the time-averaged values

of the preliminary 2D-RANS solution. The outflow condition

is formulated as a characteristic boundary condition (CBC)

following Pirozzoli et al. [7]. The amplitude of the incom-

ing wave is modeled using the wall-normal velocity profil and

pressure distribution of the preliminary RANS.

The flow variables are exchanged between the RANS re-

gions and the LES region using an underlying Cartesian refer-

Embedded LES

preliminary RANS

Flow direction

RSTG

Comparison plane

TZI

Wall boundary
Control planes

CBC

ρ,ρu,νt u′v′ ρu,pρv

Figure 1: Schematic of cell value exchange.
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ence mesh which ensures an efficient exchange without expen-

sive cell value interpolation even for different grid resolutions

of the different computational domains. The complete cell

value exchange for the three zonal interfaces is shown in fig-

ure 1.

NUMERICAL SETUP

The zonal RANS/LES method is used to simulate the sep-

arating flow over a curved backward facing step. This flow

problem has a non-zero mass flux over the tangential inter-

face. This configuration is considered as a generic problem.

Later, the method is to be used to simulate the rim seal flow

in an axial tubine, where full LES solutions are extremely ex-

pensive.

The geometry and the location of the zonal interfaces are

shown in figure 2. The Reynolds number based on the mean

velocity and the step height is Reh = 28000 with a Mach

number M = 0.1. The width in the spanwise direction is

set to 4.5h with periodic boundary conditions in the spanwise

direction. The wall normal distance is set to y

h
= 1.75. It will

be reduced in future work by a parametric study aiming at

minimizig the size of the embedded LES domain. This setup,

denoted H1, will be compared to a pure LES simulation and

a zonal simulation without the tangential interface (woH).
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Figure 2: Geometry of total plus embedded domains.

PRELIMINARY RESULTS

Figure 3 shows the wall-normal distributions ostreamwise

velocity component u at several streamwise locations. The re-
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Figure 3: (top) Wall-normal velocity distrubution of

the streamwise velocity component u/u∞, (bottom) non-

dimensionalized wall-shear stress τW at y/h = 0.0.
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Figure 4: Wall-normal velocity distrubution of the turbulent

kinetic energy k.

cirulation region is shown by the contour line u/u∞ = 0. The

reattachment position is determined by the vanishing wall-

shear stress at the wall y/h = 0. The zonal setup H1 shows

comparable predictions of the reattachment point compared

to the pure LES setup and the zonal setup woH. The CBC

ouflow formulation shows only a small upstream effect on the

velocity distribution.

The wall-normal distributions of the turbulent kinetic en-

ergy k are shown in figure 4. A very good agreement between

woH and the pure LES is observed. Furthermore, the setup H1

possesses only a slight difference to woH that shows the quality

of the tangential interface formulation. A small discrepancy at

the outflow boundary position x/h = 8.0 is observed in both

setups, i.e., H1 and woH, compared to the pure LES. This is

due to the dampening of the streamwise velocity fluctuations

by the CBC and the subsequent shift of the remaining velocity

fluctuations.

OUTLOOK

The tangential interface will be applied to a stator wake of

an axial turbine to efficiently simulate the rim seal flow.
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INTRODUCTION

Solving the unsteady incompressible Navier-Stokes equa-

tions for industrial applications requires fast and robust algo-

rithms. Predictions of unsteady flow phenomena are possible

via implicit Large-Eddy Simulations (iLES); however, solvers

must provide reliable solutions within short design cycles.

These constraints are particularly challenging for industrial

problems due to complex geometries and high Reynolds num-

bers flows [1, 2]. Both factors severely restrict the numerical

stability of the time-stepping scheme thus the computational

efficiency of the algorithm. Therefore, new algorithms are nec-

essary to improve stability and computational efficiency for

industrial applications.

We aim to achieve fast and robust simulations using a spec-

tral hp element method and combining it with an implicit

time-stepping strategy. The spectral hp element method en-

ables accurate meshes and efficient evaluation of elemental

operations for highly curved geometries that are typical for

industrial geoemtries [3]. The current workhorse algorithms

for incompressible flow use semi-implicit time-stepping which

treat diffusion terms implicitly and advection explicitly [4].

Using these schemes on industrial problems, limits the largest

time step size ∆t through a CFL condition far below what is

required for temporal accuracy of the underlying physics and

unnecessarily elevates the computational cost. Consequently,

numerical stability becomes a limiting factor for the overall

time-to-solution.

We investigate an implicit Velocity-Correction scheme

based on the work by [5] and [6]. The scheme is uncondition-

ally stable for the advection operator and has previously been

shown to give strong improvements in the maximum time step

size for two-dimensional problems. While these works have

shown strong improvements in stability, they study only low

Reynolds number flows. In this work, we employ a slightly

modified form of the implicit scheme for three-dimensional

simulations of complex geometries. Our aim is to investigate

the scheme’s robustness at high Reynolds numbers for practi-

cal applications.

The next section briefly introduces the implicit Velocity-

Correction scheme. The final section shows preliminary re-

sults comparing the stability of the implicit and semi-implicit

schemes applied to a high Reynolds number flow over a

NACA0012 profile.

AN IMPLICIT VELOCITY-CORRECTION SCHEME

The implicit Velocity-Correction schemes belongs to the

family of spliting schemes. These schemes efficiently solve the

incompressible Navier-Stokes equations by decoupling the full

set of equations into a Poisson problem for the pressure p and

multiple Advection-Diffusion-Reaction (ADR) problems, one

for each velocity coponent u, v, w. The pressure Poisson prob-

lem is defined as

∇pn+1 = −
1

∆t

(
γũn+1 −

J−1∑

q=0

αqu
n−q

)
− [u · ∇u]n

−ν∇×∇× un + fn+1, (1)

where J is the order of the backwards difference formula

that appoximates the time derivative. The equation is sup-

plemented with appropriate pressure boundary conditions to

enable higher-order time accuracy [4] for the splitting. The

boundary conditions are

∂p

∂n

n+1

= n ·

[
1

∆t

J−1∑

q=0

αqu
n−q − [u · ∇u]n

−ν∇× ωn + fn+1

]
. (2)

The velocity equation uses the implicit pressure pn+1 to

solve for each component with

γ

∆t
un+1 + ũ · ∇un+1 − ν∇2un+1 =

1

∆t

J−1∑

q=0

αqu
n−q

−∇pn+1 + fn+1. (3)

Note that the implicit advection operator is linear because

we assume the advection velocity ũ is approximated by the

extrapolated velocity u⋆n+1 ≈
∑J−1

q=0
un−q .

The key difference to the semi-implicit scheme is that the

velocity problem uses an advection operator. Therefore, the

ADR matrices have time-dependent coefficients which makes

them less performant when matrices are constructed, how-

ever, does not have an impact on performance for matrix-

free approaches. Additioanlly, the advection matrix is non-

symmetric and requires an adequate iterative solver for the

solution of the system. In this work, we employ a restarted

Generalised Minimum Residual Method (GMRES) with Ja-

cobi Preconditioner.
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PRELIMINARY RESULTS

We aim for industrial applications and therefore require

robustness as well as a reasonable time-to-solution for the pre-

diction of turbulent flows. The results compare the stability

improvement of an implicit over a semi-implicit time-stepping

strategy. We measure the stability of both schemes based

on the maximum time-step size that provides a stable solu-

tion when time integrating for multiple convective time units

(CTU).

The test case for stability and accuracy comparisons is a

NACA0012 geometry see Figure 1. It has a chord length c =

0.2 and is simulated with a challenging Reynolds number of

Re = 1.44 × 105. The profile is inclined with respect to the

horizontal coordinate axes at an angle of attack of 5°. All

simulations are advanced from an initial solution for 10CTU .

CTU is a nondimensional time based on the convection of flow

past the chord of the profile and it is defined with CTU = U
c
t

where t is the physical time and U the farfield velocity U =

1. Both, implicit and semi-implicit, schemes are run with

increasing time step sizes to identify the stability limit.

Figure 1: The test case a three dimensional NACA 0012 profile

with a 5° angle of attack. The mesh consists of ≈ 40000 tetra-

hedral and prismatic elements with polynomial order P = 4.

Figure 2 shows predictions of the lift coefficient CL for the

NACA0012 profile. The simulations showed that the max-

imum stable time step size for the semi-implicit scheme is

∆t = 8e − 5. In contrast, the implicit scheme increases the

stability margin up to ∆t = 1e − 3 which gives a 12.5-times

larger stability margin.

We compare the accuracy of predictions based on the

largest stable ∆t for the semi-implicit and implicit scheme

as well as intermediate time step sizes. Overall, We observe

good agreement between both schemes and at different step

size. For the range CTU = [5− 7], lift predictions are almost

identical. It is interesting that this trend is independent of

the time step size and thus the temporal error in the solution.

Post CTU = 7, the chaotic nature of the turbulent flow at

this high Reynolds number leads to instantaneous differences

in the predictions. These are likely due to a laminar separation

bubble on top of the profile typical for these flow conditions

[7]. Nevertheless, the overall trend of the lift coefficient is well

predicted even at largely increased time step sizes.

This is confirmed by comparing the time-averaged lift co-

efficients in Table 1. The averaging is based on the entire 10

CTUs. Both schemes predict the lift coefficient with small er-

ror for the largest time step size ∆t = 8e− 5 with an error of

0.09%. Further increasing the time step size shows a slightly

larger error of about 0.5%, however, this error does not change

6 8 10 12 14 16
CTU

4.5

4.6

4.7

4.8

4.9

5.0

5.1

5.2

C L

×10 1

Lift  Explicit dt8e-5
Lift  Implicit dt8e-5
Lift  Implicit dt1e-4
Lift  Implicit dt1e-3

Figure 2: Comparison of Lift predictions between the semi-

Implicit and implicit scheme with increasing time step ∆t.

much for even an order of magnitude increase from ∆t = 1e−4

to ∆t = 1e−3. This further confirms our hypothesis about the

temporal error having a minor effect on the overall prediction.

Scheme ∆t Time-avg. CL Error

Semi-Implicit 8e− 5 0.010964 ref

Implicit 8e− 5 0.010954 0.09 %

Implicit 1e− 4 0.011022 0.53 %

Implicit 1e− 3 0.011026 0.57 %

Table 1: Comparison of time-averaged Lift coefficients CL and

their error with increasing time step size ∆t.

In summary, the implicit scheme allows more than an order

of magnitude increase in the time step size ∆t. By comparison,

the semi-implicit scheme is stable up to a maximum time step

size of ∆t = 8e − 5 whereas the implicit scheme gives stable

predictions up to ∆t = 1e− 3. This improvement in stability

provides ample improvement in the robustness and provides

leverage for significant reduction in time-to-solution.
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INTRODUCTION

Structure-preserving numerical methods for fluid dynam-

ics have recently been shown to achieve both qualita-

tive and quantitative benefits for the simulation of two-

dimensional turbulence [1] . The double cascade mechanism

of two-dimensional turbulence as postulated by Kraichnan [2]

could be captured accurately at moderate resolutions with

a structure-preserving method. The results obtained with

these problem-specific lower-order methods compare favorably

against very high resolution spectral methods. In fact, the

latter that do not properly capture the forward enstrophy cas-

cade, resulting in qualitative descrepancies.

A natural follow-up question is whether structure-

preserving methods can achieve similar benefits for three-

dimensional turbulence. In the three-dimensional Navier-

Stokes equations without forcing on a triply periodic domain,

mass is conserved and there are precise expressions that indi-

cate the rate at which energy decays from the initial state [3].

Similar expressions for the rate at which enstrophy and helic-

ity decay are available. The central question we address here

is whether the numerical preservation of these foundational

characteristics is beneficial for the dynamics captured by the

simulations. To provide context for the structure-preserving

discretisation we compare the findings to simulations with

methods that do not explicitly preserve this structure, but

have an established high order of convergence.

The relevance of maintaining the dynamic structure of the

underlying problem compared to adopting a discretization

method of high order is investigated in the context of the

Taylor-Green vortex. To assess the performance of the dif-

ferent methods, simulations of the Taylor-Green vortex for

Re = 400 and Re = 1600 are performed and compared with

the results of the compact difference scheme in [4] and [5].

The results of both methods are compared with the results

presented in the seminal work of [5] to create an independent

point of reference.

DUAL FIELD METHOD

The dual field method is a structure-preserving numer-

ical method for the incompressible Navier-Stokes equations

based on the preservation of topological characteristics that

are present in the continuous problem. Specifically, the dual

field method preserves the rate of change of kinetic energy,

enstrophy and helicity, while also conserving mass.

We developed a finite element implementation of the dual

field method, using the Firedrake framework [6]. This im-

plementation is closely related to compatible finite element

methods. Compatible finite element methods and the dual

field method are based on the preservation of topological in-

variants such as the de Rham complex. One of the practical

implications of the preservation of the de Rham complex as-

sociated with the dual field method is that choosing a suitable

finite element space for some of the variables immediately fixes

finite element spaces for the other variables by the so-called

periodic table of finite elements. The dual field method for

the incompressible Navier-Stokes equations written in terms

of velocity, vorticity and pressure solves the following problem:

∂

∂t
v = ω × v −∇p+

1

Re
∇× ω,

ω = ∇× v,

0 = ∇ · v.

(1)

This is a coordinate invariant description of the Navier-Stokes

equations. The dual field method solves two coupled linear

copies of above equations, with the property that these two

linear copies are each other’s duals.

TAYLOR-VORTEX SIMULATIONS

The performance of the dual field method for the Taylor-

Green vortex at Re = 400 is considered next. In Figure 1 a

global impression of the developing flow is presented in terms

of the vorticity field. Small-scale features appear from the

initial conditions, quickly resulting in a complex flow with

turbulent signature. Quantitative findings with the dual field

method are presented in Figure 2, using a coarse grid of 163

cells and a local basis of third-order polynomials. The predic-

tions relate very closely to findings with the reference compact

differencing method at higher resolutions. This is confirmed

further in Figure 3 in which we also compare the simulation

results with earlier work in [5].
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Figure 1: Evolving Taylor-Green vortex simulated with the

6th order compact differencing scheme showing at Re = 1600

and a spatial resolution of 2563.

Figure 2: Energy, enstrophy, helicity, L2-norm of the diver-

gence, linear momentum, angular momentum, velocity skew-

ness and velocity flatness for the Taylor-Green vortex at

Re = 400 with the dual field method.

Figure 3: Simulation results for the energy and enstrophy

of the Taylor-Green vortex at Re= 400 with the dual field

method, the compact differences scheme [7] and verified with

[5].

CONCLUSION

We presented first results of incompressible turbulent flow

originating from a Taylor-Green vortex. At high Reynolds

numbers the flow displays a characteristic evolution from a

large-scale dominated initial condition to a field with highly

complex small-scale motions. This evolution can be captured

well using the 6th order compact differencing method at high

spatial resolution and a Reynolds number of 1600.

The simulation of turbulent Taylor-Green flow was also per-

formed based on the dual field method. This method excels

by the fact that a number of important properties of the flow

are preserved in the numerical model. At a remarkably coarse

resolution, this approach showed convincing flow features and

also quantitative agreement with sources from literature, as

far as the evolution of energy and enstrophy are concerned.

In the full presentation we expect a more complete com-

parison of the methods and a closer investigation of grid con-

vergence and associated computational challenges and costs.
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INTRODUCTION

In large-eddy simulation (LES) of turbulence, the influ-

ence of unresolved turbulent eddies is usually approximated

through modeling of supplemental subgrid-scale (SGS) terms

appearing in the filtered governing equations. As an alter-

native, the same effect can be implicitly taken into account

by exploiting the embedded dissipation of the numerical in-

tegration method, without introducing any explicit modeling

procedure, which is referred to as implicit large-eddy simula-

tion (ILES) [1].

Traditionally, ILES methods utilize the built-in dissipation

introduced by the approximate spatial discretization of the

convective terms in the Navier-Stokes equations as a functional

model mimicking the physical SGS dissipation. However, the

numerical truncation error may not be consistent with turbu-

lent flow physics, with the artificial dissipation provided by the

numerical scheme not ensuring the proper amount of local SGS

dissipation. To overcome this issue, for instance, specific ILES

methods based on truncation error shaping of finite-volume

reconstructions have been introduced in [2]. Moreover, if the

built-in numerical dissipation is not sufficient, the accumula-

tion of energy at the smallest resolved scales can be reduced by

performing an explicit filtering operation. In fact, the use of

additional low-pass filters (applied every few time steps during

the computation) represents an alternative way to subrogate

SGS dissipation, e.g. [3].

WAVELET-BASED IMPLICIT SGS MODELING

The wavelet-based adaptive LES represents a rather novel

approach to modeling and simulation of turbulence, which

makes use of the adaptive wavelet collocation (AWC) method

to resolve the energetic coherent eddies in the turbulent flow

field [4]. The method combines the benefits of dynamic grid

adaptation and implicit low-pass filtering, where the govern-

ing equations are spatially discretized using (relatively) coarse

time-dependent meshes, while explicitly modeling the effect of

residual SGS coherent eddies, e.g. [5]. Specifically, the simu-

lation approach is based on the wavelet decomposition of the

turbulent fields, where the formal separation between resolved

(more energetic) and unresolved (less energetic) components

is achieved through wavelet threshold filtering.

In this study, following the ILES concept, instead of em-

ploying an explicit SGS model, the effect of unresolved coher-

ent flow structures upon the dynamics of the resolved ones is

implicitly approximated by exploiting the built-in dissipative

properties of the AWC numerical method. Practically, the

new proposal consists in using (relatively) low thresholding

levels, while not considering any closure term in the wavelet-

filtered governing equations. Noteworthily, rather than with

classical ILES approaches simply relying on numerical dissi-

pation, the proposed method is more aligned with the modern

high-fidelity ILES methods, where the truncation error is suit-

ably designed to resemble physically-motivated SGS modeling,

e.g. [6]. In fact, similar to dynamic SGS modeling for explicit

LES, here, the numerical viscosity results in being locally and

automatically adjusted by refining/coarsening the AWC-based

dynamic mesh. That allows to dissipate the right amount of

turbulent kinetic energy, which is associated with the local

transfer to unresolved coherent eddies. In absence of such

a mechanism, where the numerical dissipation is too high, a

drastic reduction of the high-frequency components of the re-

solved turbulence energy spectrum is observed while, where it

is too low, the energy incorrectly accumulates at the smallest

resolved scales. In both conditions, this fact would ultimately

lead to unphysical behavior of the LES solution.

NUMERICAL EXPERIMENTS

The numerical experiments were performed by applying the

new wavelet-based adaptive ILES method to the simulation of

turbulent supersonic isothermal-wall channel flow, which rep-

resents a well-established benchmark for wall-bounded shock-

free turbulent compressible flows [7]. The classical flow con-

figuration proposed in the pioneering study by Coleman et

al. [8] was considered for the present test, where the com-

putational domain size is given by 4⇡� × 2� × 4⇡�/3, in

the streamwsie, wall-normal, and spanwise directions. The

bulk flow Reynolds and Mach numbers were prescribed as

Reδ = 3000 and Ma = 1.5, respectively. The non-adaptive un-

derlying mesh was made of 768×1025×768 grid points, while

only a very small fraction of these points was actually involved

by the time-dependent adaptive mesh.

To examine the practical performance of the method, three

different calculations were carried out by varying the level ✏

of wavelet thresholding. When making a comparison against

reference DNS data, both mean flow features and turbulent

fluctuation statistics were correctly reproduced, practically

demonstrating both the feasibility and the effectiveness of the

newly proposed ILES method. As summarized in Table 1,

the number of retained wavelets and, thus, the computational

complexity of the method, increased for decreasing thresh-

old. The grid compression, which is measured as the percent

of discarded wavelets (or, equivalently, grid points) with re-
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Threshold ✏ Wavelets Compression Dissipation

0.01 6.5× 106 98.9% 11.8

0.02 2.1× 106 99.6% 12.0

0.03 1.1× 106 99.8% 12.3

Table 1: Summary of implicit LES calculations with different

thresholding level.

spect to the non-adaptive case, remained however very high,

as it happens for explicit LES [5]. For decreasing threshold,

smaller and smaller turbulent eddies were captured and the

DNS solution was practically approached. For instance, this

is demonstrated in Figure 1, for the turbulent shear-stress R12,

and in Figure 2, for the heat transfer rate H.
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Figure 1: Resolved turbulent shear-stress for different thresh-

olding levels, compared to reference DNS [8].
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10
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Figure 2: Resolved heat transfer rate for different thresholding

levels, compared to reference DNS [7].

The built-in dissipation associated with the use of the AWC

method was empirically assessed by using the technique pro-

posed by Schranner et al. [9], which allows for the quantifica-

tion of the kinetic-energy loss for an arbitrary Navier-Stokes

solver, using only information about the resolved flow field (at

different discrete-time instants). As reported in Table 1, the

resulting numerical dissipation was found to increase with the

thresholding level, consistently with the reducing grid resolu-

tion [10]. Furthermore, as an example of spectral analysis, Fig-

ure 3 shows the (normalized) one-dimensional energy spectra

in the streamwise direction, at the wall distance y/� = 0.27,

corresponding to the three different ILES solutions. Appar-

ently, the energy accumulation in the small resolved scales is

actually removed before the large scales of interest are contam-

inated. Again, the importance of low-pass filtering increases

with the thresholding level.
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Figure 3: One-dimensional streamwise velocity spectrum for

different thresholding levels (Ub stands for the bulk velocity).

CONCLUSION AND PERSPECTIVES

This work introduces the wavelet-based adaptive ILES

method, while initially demonstrating its capabilities for wall-

bounded compressible turbulence. Depending on the choice

of the thresholding level that is used by the AWC solver, the

method is able to provide acceptably accurate results, consti-

tuting a viable alternative to explicit wavelet-based LES.

Future research will be devoted to better understanding,

and effectively exploiting, the intricate coupling between nu-

merical scheme and turbulence modeling that exists for the

LES approach based on the wavelet thresholding filter and

the AWC method. The matter is complicated by the fact that

the prescribed filtering threshold simultaneously controls both

the numerical accuracy and the turbulence resolution of the

LES solution, where the dynamically adaptive mesh is utilized

to determine the relative energy content of the coherent flow

structures being resolved.
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INTRODUCTION

The use of hydrogen is currently investigated also in com-

bined heat and power generation applications. For retrofitting

of stationary gas engines port-fuel injection right before the

intake valves is preferred to avoid the risk of backfire. Due

to the usually low hydrogen system pressures in stationary

systems direct-fuel injection into the cylinder is normally not

an option. However, port-fuel injection leads to the problem

of transverse jet mixing under very low density and velocity

ratios of the hydrogen jet to the air crossflow. Transverse

jet mixing in general presents significant challenges in accu-

rate prediction and simulation due to the complex interaction

of turbulent structures. Traditional Large Eddy Simulation

(LES) methods often struggle to balance computational ef-

ficiency with the necessary resolution and accuracy. This

study introduces a novel approach by integrating one-equation

turbulence models, specifically the Spalart-Allmaras and the

Wray-Agarwal model, into a Very-Large Eddy Simulation

(VLES) framework. This hybrid method aims to efficiently

simulate transverse jet mixing under these conditions and

evaluates the results in comparison with other computational

studies.

METHODOLOGY

The proposed approach leverages the strengths of one-

equation turbulence models, memory and computing effi-

ciency, within a VLES framework. VLES, first developed by

Speziale [1] as a scale-resolving approach, offers another hybrid

methodology for blending between Reynolds-averaged Navier-

Stokes (RANS) and LES besides the detached eddy simulation

(DES) framework. It also allows for the resolution of larger

turbulent scales while modeling the smaller scales. It should

offer more robustness against grid-induced separation and a

more consistent treatment of turbulence properties across the

flow domain. This study adapts two one-equation turbulence

models, the classical Spalart-Allmaras model and the more

recent approach of Wray and Agarwal, to integrate to the re-

quirements of VLES.

The governing equations for the finite volume method im-

plementation are the compressible Navier-Stokes equations,

given by

∂ρ

∂t
+∇ · (ρu⃗) = 0 (1)

∂(ρu⃗)

∂t
+∇ · (ρu⃗u⃗) = −∇p+ µ∇2

u⃗+∇ · τ + ρg⃗ (2)

∂(ρE)

∂t
+∇·(ρu⃗E)+∇·(u⃗p) = −∇·q⃗+∇·(τ ·u⃗)+ρr+ρg⃗·u⃗ (3)

where ρ is the density, µ the dynamic viscosity, u⃗ the veloc-

ity field, p the pressure, τ the stress tensor, g⃗ the gravitational

force, E the total energy per unit mass, q⃗ the heat flux vector

and ρr the heat source.

The used Spalart-Allmaras model [2], a one-equation model

for turbulence viscosity, is given by

∂(ρν̃)

∂t
+∇ · (ρu⃗ν̃) = cb1(1− ft2)ρS̃ν̃ − [cw1fw1 −

cb1

κ2
ft2]ρ(

ν̃

d
)
2

+
1

σ
∇ · [ρ(ν + ν̃)∇ν̃] +

cb2

σ
ρ(∇ν̃)

2

(4)

where ν̃ is the modified kinematic viscosity, ν the molecular

kinematic viscosity, S̃ the magnitude of the vorticity, σ, Cb1,

and Cw1 are model constants, fw is a damping function, and

d is the distance to the nearest wall.

The Wray-Agarwal model [3] is a wall-distance free model,

described by

∂(ρR)

∂t
+∇ · (ρu⃗R) = ∇ · [ρ(σRR+ ν)∇R] + ρC1RS

+ρf1C2kω
R

S
∇R∇S

−ρ(1− f1)min[C2kϵR
2
(
(∇S)2

S2
), Cm(∇R)

2
]

(5)

with the turbulent eddy viscosity defined as

µt = ρfµR. (6)

In the VLES framework of Han and Krajnović [4], the res-

olution control function Fr plays a crucial role in blending

between the LES and RANS modes and is calculated as

Fr = min(1.0,

[
1.0− exp(−βLc/Lk)

1.0− exp(−βLi/Lk)

]n

) (7)

where Lc, Li and Lk are the turbulent cut off length scale,

integral length scale and Kolmogorov length scale, defined as

Lc = Cx(∆x∆y∆z)
1/3

, Li = k
3/2

/ϵ and Lk = ν
3/4

/ϵ
1/4

(8)

with the model parameter Cx, the characteristic cell size

∆x∆y∆z , the turbulent kinetic energy k and dissipation ϵ.
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SIMULATION SETUP AND VALIDATION

The simulation setup involves typical scenarios of trans-

verse jet mixing in a crossflow with circular and rectangular

jets, characterized by varying density and velocity ratios. The

accuracy is evaluated against benchmark data from numerical

studies. The emphasis is on capturing key features such as jet

trajectory and the structure of the resulting vortices.

Figure 1: Rectangular tranverse jet mixing, velocity ratio R =

4, density ratio S = 1, isocontour on Q = 1× 10
−6

RESULTS

Preliminary results demonstrate the ability of the model

to accurately predict the jet trajectory and mixing character-

istics. Figure 1 shows the development and transport of the

turbulent fine structures. The focus of our approach on re-

ducing numerical diffusion with minimal computational effort

is particularly evident in the wake of the flow. The model

shows a improvement in capturing the anisotropic nature of

turbulence in the jet shear layer with a reduced computational

cost compared to traditional LES. Figure 2 demonstrates the

agreement with the numerical results of the full LES simula-

tion by Zhang and Yang [5]. Both VLES models allow the

jet to penetrate deeper into the crossflow while preserving the

mean trajectory characteristics. Figure 3 shows a good agree-

ment of the mixture fraction in comparison with the numerical

simulations of Prause et al. [6] and experimental results of An-

dreopoulos et al [7].

CONCLUSION

The integration of one-equation models into a VLES frame-

work presents a promising option for simulating transverse jet

mixing with enhanced efficiency and accuracy. This approach

provides a practical and computationally feasible alternative

to traditional LES, particularly useful for engineering appli-

cations where detailed resolution of turbulent structures is

essential, but computational resources are limited. Future

work will focus on further refining the model parameters, im-

proving the performance and validation on a broad range of

jet mixing problems.

REFERENCES

[1]Speziale, C. Turbulence modeling for time-dependent RANS

and VLES: a review. AIAA Journal. 36, 173-184 (1998),

http://doi.org/10.2514/2.7499

[2]Spalart, P. & Allmaras, S. A one-equation turbulence model for

aerodynamic flows. 30th Aerospace Sciences Meeting And Ex-

hibit. (1992), http://doi.org/10.2514/6.1992-439

0 2 4 6 8 10

x/d

0

2

4

6

8

10

z/
d

Zhang et al.

Spalart-Allmaras VLES

Wray-Agarwal VLES

Figure 2: Velocity ratio R = 4, density ratio S = 1, time-

averaged trajectory and lower and upper loci of scalar con-

centration C = 0.05 at jet-center plane, x/z-position by jet

diameter d

0 1 2 3 4 5 6 7 8

x/d

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

z/
d

Experiment [7]

LES [6]

SAS [6]

URANS [6]

VLES

Figure 3: Velocity ratio R = 0.5, density ratio S = 1, time-

averaged mixture fraction at jet-center plane, x/z-position by

jet diameter d

[3]Han, X., Rahman, M. & Agarwal, R. Development and ap-

plication of wall-wistance-free Wray-Agarwal turbulence model

(WA2018). 2018 AIAA Aerospace Sciences Meeting. (2018),

http://doi.org/10.2514/6.2018-0593
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INTRODUCTION

T-junction geometries are widely-used components in the

nuclear industry. The thermal mixing in a T-junction, which

may result in cyclical thermal stresses and ultimately ther-

mal fatigue on the solid walls, remains an ongoing interest in

nuclear thermal-hydraulics research. Understanding and pre-

dicting these effects can advance the design and development

process within the industry.

Numerous experimental and numerical campaigns have

been reported in the literature studying thermal mixing be-

tween the fluids and thermal striping on the wall [1, 2, 3].

It has been reported that most practical engineering models

such as Reynolds-Averaged Navier Stokes (RANS) and Wall-

Modelled Large Eddy Simulation (WMLES) fail to capture

the flow physics of a thermal mixing in a T-junction due to

their inability to capture non-equilibrium turbulence. Numer-

ical tools which can faithfully predict the turbulent thermal

mixing, and thereby thermal fatigue, require extensive val-

idation and verification. This necessary exercise require a

high-resolution reference database.

Some recent works in the literature have reported high-

fidelity numerical data for thermal mixing (c.f. thermal mixing

in planar T-junction reported by Georgiou and Papalexan-

dris [4]). However, some gaps in knowledge can clearly be

seen in the literature. In that context, the present study re-

ports a high-fidelity Direct Numerical Simulation (DNS) of

thermal mixing in a T-junction geometry with a circular cross-

section including the conjugate heat transfer with the solid

walls. Past numerical studies have reported only near-unity or

high-Prandtl number flows. The present DNS case, however,

includes both unity- and low-Prandtl number fluids. Finally,

the two fluids are employed in combination with two different

thermal boundary conditions at the solid exterior boundary,

representing the initial and final stages of a mixing transient.

COMPUTATIONAL MODEL

The present work considers a T-junction with equal inlet

diameters with flow rates in each inlet. A preliminary cali-

bration study to set up the DNS case was reported by Ajay

Kumar et al. [5]. In order to reduce the high computational

cost of a sharp corner at the junction, a revised shape with a

radius of curvature, rc/D = 0.02 is considered, where D is the

pipe diameter. Fully-developed turbulent flow inlet condition

is enforced by including 5D recirculating lengths upstream of

the junction. Additional lengths of 3D are also added down-

stream of the recirculation lengths in order to avoid any effect

of the junction on the recirculation. An outlet length of 13D

is included in the domain. A solid wall of thickness 0.1D is

included in the entire domain, along both inlet legs and the

outlet leg.

The cold fluid temperature of Tc is imposed on the main

inlet, while a hot fluid temperature of Th is imposed in the

branch inlet. The same bulk velocity of Ub is imposed on

both inlets. A fully-developed turbulent flow is enforced at

the junction, by recycling the velocity field in the initial 5D

of each inlet pipe. A bulk Reynolds number in each inlet

pipe is set as Reb = UbD/ν = 5300, where ν is the con-

stant fluid kinematic viscosity. The simulation is performed

with four thermal fields within the passive scalar framework of

the solver, along with the same set of momentum equations.

Two different Prandtl numbers (unity and 0.025) are consid-

ered in combination with two different thermal conditions at

the solid exterior boundaries (iso-temperature and adiabatic).

The solid-to-fluid thermal conductivity ratio is set equal to 30

for Pr = 1 fluids, and equal to 1 for Pr = 0.025 fluids.

The high-fidelity simulations are performed using the open-

source spectral element solver NekRS [6]. The flow is solved

using the standard incompressible Navier-Stokes equations,

assuming constant physical properties and no gravity. Tem-

perature fields are solved as passive scalars. The governing

equations are solved by approximating Lagrange interpolants

to the Legendre polynomials of a specific order, using the

Gauss-Lobatto-Legendre (GLL) node distribution. The ve-

locity and the pressure fields are represented by the same

polynomial degree in the spatial discretization (i.e., PN − PN

formulation). In order to avoid spurious pressure modes of

the pressure-velocity collocated scheme, the solver employs a

high-order splitting approach that has shown high-order accu-

racy in time and minimal mass and energy conservation errors.

The equations are advanced in time using a third-order mixed

Backward Difference/Extrapolation (BDF3/EXT3) scheme.

The estimate of Kolmogorov scales in the preliminary study

[5] was used to design a computational grid for the present

fully-resolved DNS. A structured grid of hexahedral macro-

elements is generated in the domain. A two-dimensional sec-

tion of this grid on a pipe cross-section is presented in Figure 1.

The total number of macro-elements mapped in the fluid are
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2.86×10
5
, while that in the solid are 1.60×10

5
. Each element

is further resolved in space by the solver with a polynomial or-

der, N. The present fully-resolved DNS is performed at N = 9,

which results in a total of 4.46 × 10
8
GLL points. The mesh

resolution is verified a posteriori using the Kolmogorov scale

calculated from the resolved turbulent kinetic energy dissipa-

tion.

PRELIMINARY RESULTS

The distributions of instantaneous velocity magnitude and

temperature across the pipe cross-section in the outlet leg 2D

downstream of the junction are presented in Figures 2 and 3,

respectively. The instantaneous flow will be elucidated using

vortical structures near the junction. The major features of

the flow physics like flow separation and recirculation will be

discussed. The turbulent thermal mixing of the two fluids

will also be analysed. The mean and high-order statistics for

velocity and temperature will be presented.

The present high-resolution data provides access to temper-

ature fluctuations in the fluid very close to the wall and within

the solid wall. A comparison of the same will be presented

revealing the degree to which the thermal fluctuations can

penetrate inside the solid wall for different fluids and thermal

boundary conditions. A power spectral density (PSD) anal-

yses of the fluctuations in the solid will show the frequencies

of fluctuation in the solid material. Such high-fidelity data is

crucial for further development and validation of engineering

models.

The DNS also provides crucial data in understanding of

turbulent heat transfer and thermal mixing mechanisms for

low-Prandtl fluids, experimental measurements for which are

difficult to obtain and high-fidelity numerical data in the lit-

erature is scarce. Analyses on turbulent heat flux, turbulence

anisotropy and budgets of turbulent kinetic energy will also

be presented.
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Figure 1: Base computational macro-elements in fluid and

solid domains shown on a pipe branch cross-section

Figure 2: Instantaneous velocity distribution across the outlet

pipe cross section

Figure 3: Instantaneous temperature distribution across the

outlet pipe cross section for (left) Pr = 1 fluids, (right) Pr =

0.025 fluids, and (top) iso-temperature and (bottom) adiabatic

conditions on the solid exterior boundary
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INTRODUCTION

Forced thermal convection has countless applications in en-

gineering, such as radiators, heat pumps, fuel cells, nuclear

plants, and solar receivers. Most studies on forced thermal

convection regard the temperature field as a passive scalar,

neglecting its feedback effect on the velocity field through the

variation of the transport properties of the fluid. Regard-

ing the heat transfer prediction, the effect of variable-fluid

properties is accounted for using empirical corrective factor

(µb/µw)
n
[1] applied to to the Nusselt number resulting from

formulas obtained for the constant-property case where µm

and µw are the viscosities of the fluid evaluated at the mean

and wall temperatures, respectively. However, these correc-

tions are fluid-dependent, are available only for a limited

number of fluids, and their accuracy is often questionable. Al-

though studies focusing on the effect of density and viscosity

variations in forced thermal convection are available[1, 2], pre-

dictive formulas for the heat transfer and friction coefficients

are invariably based on empirical fitting of experimental data,

and the few numerical studies available did not discuss in de-

tail the prediction of these coefficients. In this study, we aim

to develop a more solid theoretical framework to estimate the

mean friction drag and heat transfer in the presence of vari-

ation of the transport proo perties, limiting ourselves to the

case of air as the working fluid. For that purpose, we use DNS

data of plane turbulent channel flow at a moderate Reynolds

number to evaluate the most common formulas used in engi-

neering and develop improvements.

METHODOLOGY

We solve the compressible Navier–Stokes equations using

our flow solver STREAmS [3]. Ten DNS have been carried

out at bulk Mach number Mb = ub/cw = 0.2 (where cw is the

speed of sound at the wall temperature), and bulk Reynolds

number Reb = 2ρbubh/µm ≈ 7600–37000, where µm is the

dynamic viscosity evaluated at the mixed mean temperature.

The viscosity dependence on temperature is accounted for us-

ing Sutherland’s law. We consider various mean-to-wall tem-

perature ratios, namely Tm/Tw = [0, 4, 0.5, 2, 3], resulting in

friction Reynolds numbers in the range Reτ = uτh/νw ≈ 200–

1000, where νw is the kinematic viscosity at the wall. For

each value of the mean-to-wall temperature ratio, we consider

two flow cases denoted with the letter L or H, depending on

whether the Reynolds number is comparatively ’low’ or ’high’.

RESULTS

We begin our analysis by inspecting the instantaneous tem-

perature field of flow cases H05 and H3, see figure 1. Both

cases exhibit the qualitative features that characterize wall

turbulence, with cold (or hot) flow structures protruding to-

wards the walls, and hot (or cold) fluid regions protruding

towards the channel center. Despite sharing the general fea-

tures of wall turbulence, we also note a significant effect of

the thermodynamic and fluid property variations between wall

heating and wall cooling. These qualititive differences results

in substantially altered heat transfer and friction drag com-

pared to the constant-properties case, as shown in figure 2. In

this work we borrow the theory of compressibility transforma-

tions, originally developed for high-speed turbulent boundary

layer, and apply it to the case of variable propertoes fluid.

We derive novel transformations that we use to predict the

friction coefficient Cf = 2τw/(ρbu
2

b) and the Stanton number

St = qw/[ρbCpub (Tw − Tm)]. The predictions obtained with

this approach are compared to DNS data in figure 2 showing

nearly perfect agreement for all the cooling and heating cases

under scrutiny.

CONCLUSIONS

Prediction of heat transfer by forced convection in real flu-

ids relies heavily on fitting experimental data with resulting

uncertainties up to 20-30%. In contrast, we develop a more

solid framework for computing these coefficients, that is based

on the underlying mean flow equations, as routinely done in

high-speed turbulent boundary layers. The results demon-

strate that the method can predict heat transfer and friction

coefficients with an accuracy within 1-2% compared to DNS

data.
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Figure 1: Instantaneous temperature field in a cross-stream plane, for flow case H05(a) and H3 (c)
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Figure 2: Friction coefficient (a) and Stanton number (b) as a function of the bulk Reynolds number Reb = 2hρbub/µm. The

gray line indicates the constant-properties case. Solid lines indicate predictions obtained inverting the present variable properties

transformations, and symbols indicate DNS data for different mean-to-wall temperature ratios: Tm/Tw = 0.4, Tw = 800K (left

triangles), Tm/Tw = 0.5, Tw = 220K (right triangles), Tm/Tw = 0.5, Tw = 800K (downward triangles), Tm/Tw = 2, Tw = 220K

(circles), Tm/Tw = 3, Tw = 220K (upward triangles).
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2Department of Civil and Environmental Engineering
mperial College, London, UK

e.deangelis@unibo.it

INTRODUCTION

In turbulent free shear flows such as jets, wakes and plumes,

a sharp interface continually deformed over a wide range of

scales separates the turbulent from the irrotational flow re-

gion: the turbulent/non-turbulent interface (TNTI) [1]. Near

the TNTI, the exchanges of mass, momentum, and scalars

(temperature) occur across this interface, making its study

relevant to many engineering and geophysical flows, e.g., the

dynamics near the TNTI govern the entrainment and mixing

rates in turbulent reacting jets. Several previous works have

focused on the role of vorticity or enstrophy in free shear flows,

but they mainly concentrate on jets, wakes or mixing layers,

as reviewed in [2]. Among these different flow configurations,

a notable exception is the work in [3], which discussed aspects

of the TNTI on a plane temporal plume. In line with this

investigation, the present study aims to elucidate the role of

enstrophy close to the sharp interface that separates the tur-

bulent plume from the non-turbulent surroundings. The flow

problem considered here is for a Reynolds number based on

the initial conditions Re = 200 and Prandtl number Pr = 1.

The domain is a cuboid of size 144H × 144H × 96H and has

been discretized with 3240× 2880× 1920 elements. From the

initial conditions, the flow freely evolves in time. The data

sets of the velocity fields, pressure and temperature are here

analysed at three different time instant where we observe in-

creasing Reλ.

Temporal evolving flows do not show the typical shape

of a jet or wake. Here the average interface is flat but in-

stantaneously appears strongly convoluted with bulges and

re-entrant zones as in Fig.1. Analysing the flow topology, two

main classes of coherent tube-like vorticity structures are ob-

served: the large vorticity structures (LVSs) and the intense

vorticity structures (IVSs), consistent with what was observed

in [4]. Visually the IVSs, identified by the λ2-criterion, are

smaller than the LVSs and exhibit no preferential orientation

as in Fig 2. Conversely, the LVSs tend to be aligned in the

spanwise or streamwise direction. Moreover, these structures

show a striking correlation with the interface bulges confirm-

ing that they define its geometry.

Moving to the quantitative analysis of the enstrophy bud-

get, the traditional averaging procedure regarding the global

reference frame in the cross-flow direction turned out to be un-

suitable for properly studying the enstrophy dynamics close to

the interface. Thus, an analysis of the mean enstrophy bud-

get conditioned to the instantaneous position of the TNTI has

been performed. As customary in this type of study, the en-

strophy threshold used for the conditional budget has been

carefully considered, choosing a value in a range where the

volume occupied by the turbulent region would be virtually

independent from it.

The conditional budget confirms that the enstrophy dy-

namics is dominated by inviscid production and viscous de-

struction but highlights some interesting results. Like for the

case of temporal jets and wakes, the viscous diffusion term

is fundamental for the enstrophy increase close to the TNTI.

Furthermore, in the conditional mean enstrophy budget, the

convective term shows a different trend than that observed in

jet flows [5]. Lastly, the baroclinic torque is essentially neg-
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Figure 1: Cross-section showing logarithmic enstrophy con-

tour normalised by the mean centre-line enstrophy, isolines of

fixed threshold values, log10(ωthr/〈ωcl〉), are also shown.
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ligible for almost all the cross-flow directions. However, at

the interface location, it undergoes a relatively large increase

in magnitude that nearly matches what was already observed

[3], acquiring 16% of the net enstrophy budget balance.
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Figure 2: Large vorticity structures (LVSs) identified by a low

pressure iso-surface (yellow) and intense vorticity structures

(IVSs) identified by the λ2-criteria (red).
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INTRODUCTION

Turbulent Rayleigh–Bénard convection (RBC) is the

canonical flow in the study of buoyancy-driven flows. Over

the years, a vast amount of research has been done on the

topic [1, 2]. However, despite the great effort, concrete evi-

dence of the predictions first made by Kraichnan [3] regarding

an ultimate regime are still not available [4].

This ultimate regime is a conjecture in which it was hy-

pothesised that as Ra increases, the Nusselt number diverges

from the classical scaling Nu ∼ Ra
1/3

and asymptotically con-

verges to Nu ∼ Ra
1/2

due to the laminar-turbulent transition

of the boundary layers formed on the walls of the domain.

Given the high Rayleigh numbers that are necessary for the

manifestation of a possible ultimate regime, a number of chal-

lenges arise in experimental and numerical studies, such as

a high sensitivity to non-Boussinesq behavior in experiments

and limits on resolution and averaging time in previous direct

numerical simulations [8].

We aim to provide high-quality numerical data that ad-

dresses some of these points. To ensure high resolution, we use

the high-order spectral-element method (SEM) solver Neko [5]

and the spectral error indicator (SEI) to evaluate the quality

of the mesh. We collect proper statistics and perform uncer-

tainty quantification using rigorous statistical tools.

GOVERNING EQUATIONS

In our simulations, the buoyancy-driven problem is sim-

plified by the Oberbeck–Boussinesq (OB) approximation, in

which the fluid density ρ is assumed to depend linearly on the

temperature and where the fluid properties are constant. Un-

der these assumptions, the temperature field is coupled to the

momentum equation through a forcing term. Using the do-

main height H, the free-fall velocity Uf and the temperature

difference between the top and bottom plate ∆T as scales for

the non-dimensionalization (see e.g. [4] for more details), the

OB equations are written as follows:

∇ ⋅ u ≙ 0

∂u

∂t
+ (u ⋅ ∇)u ≙ −∇p +

√
Pr

Ra
∇

2u + Tez

∂T

∂t
+ (u ⋅ ∇)T ≙ 1√

RaPr
∇

2
T ,

(1)

where T is the temperature field, u, p the instantaneous ve-

locity and pressure, and Pr the Prandtl number. With these

definitions and assuming Pr ≙ 1, Nu can be calculated by

using multiple expressions; one such way is by calculating

the heat flux trough the top and bottom plates, Nu⟨A⟩ ≙
⟨∣∂T /∂z∣⟩A,t. A second alternative is to integrate and properly

scale the convective current over the whole domain, such that

Nu⟨V ⟩ ≙ 1 +
√
Ra⟨uzT ⟩V,t. In addition, the exact relations

related to kinetic and thermal energy dissipation, ϵk and ϵt,

respectively, can be used as a test for the heat transfer and

convergence of the numerical grid.

NUMERICAL METHODS AND SIMULATION SET UP

For the numerical integration of the Navier–Stokes equa-

tion we use Neko [5], which implements the spectral-element

method in modern object-oriented Fortran on diverse com-

puter architectures such as GPUs; Neko was nominated to the

ACM Gordon Bell Award 2023 due to its design and perfor-

mance [6]. SEM is a high-order finite-element method, where

the solutions are expressed as combinations of an orthogonal

basis. High-order methods are essential for simulations of the

magnitude undertaken in this study, as their fast convergence

rate and favourable dispersion properties allow for reasonably

refined meshes while keeping acceptable discretization errors.

To assess the mesh quality, we rely on the spectral error indica-

tor (SEI) which measures the error between the exact solution

and its approximation of order N by decomposing it into the

contribution of the truncation error due to using a finite num-

ber of coefficients in the high order expansion in SEM and the

contribution of using a quadrature rule for integration [9].

Our initial study focus on simulations of cylindrical con-

vection cells of aspect ratio Γ ≙ 0.1 at Ra ≙ 10
8
to Ra ≙ 10

11

and Pr ≙ 1. All cases ran with a mesh of 500 thousand ele-

ments of order 5 except the case with Ra ≙ 1011 which posses

order 7. For all cases, precursor simulations were used to find

initial conditions. The times at which these precursors where

finalized are referred to as t0.

RESULTS

The mesh selection process started by emulating the num-

ber of degrees of freedom of previous studies [8] and the

spectral error indicators were calculated to supplement the

analysis. Taking as an example the case with Ra ≙ 10
9
, we

found that the magnitude of the errors is of order 10
−8

for
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most of the domain and has a peak of order 10
−6

on partic-

ular elements at a wall distance of 0.31δT from the bottom

plate (considering δT ≙ H/(2Nu) to be the thermal bound-

ary layer thickness). A cross-section of the magnitude of the

spectral error indicator can be seen in Figure 1, where one can

notice that such errors are localized and, therefore deemed to

not be significant. These error estimates can immediately pro-

vide a sense of the accuracy of results obtained that cannot

be explicitly obtained by analyzing the fields.

Having assessed the mesh quality, the evolution of Nu⟨A⟩

for all cases can be observed in Figure 2. The dotted lines in

the figures show the time instant in which we determine that

the initial transient is over and a statistically stationary signal

is achieved. We rely on robust statistical tools, i.e., the Aug-

mented Dickey-Fuller (ADF) test to perform this calculation.

This technique tests the null hypothesis that a unit root is

present in the time series, which indicates that the time series

is not stationary [7]. We note that the case with Ra ≙ 108 has

clearly converged to a quasi-steady stacked roll pattern for the

slender cell configuration.

Discarding the initial portion of the data, we proceed to

perform uncertainty quantification of the signals by using the

Non-Overlapping Batch Means method (NOBM), which di-

vides the data into subsections (batches), calculates the batch

means and subsequently the sample mean estimator and con-

fidence intervals. We test the lag-one auto-correlations of

the samples in the batches to ensure statistical independence,

which is crucial to get appropriate estimates of the variance.

The averages and 95% confidence intervals are shown in Fig-

ure 3. We display the averages of Nu⟨A⟩, Nu⟨V ⟩, Nu⟨ϵt⟩ and

Nu⟨ϵk⟩
on top of the results reported in our reference study

[8]. One can observe that Nu matches quite well in all cases.

Larger differences were found for Ra ≙ 10
11
, but this case

is obtained from a shorter time series. A longer simulation

should aid in the convergence of the mean. Ra ≙ 10
8
differs

from our reference, which suggests that we converged to a

different large-scale state. Additionally, considering that the

comparison of the Nu calculations with the exact relations for

ϵt and ϵk are typically used in the literature to determine mesh

convergence, we can see that indeed obtaining a low spectral

error indicator equally distributed across the domain is also a

good measure of mesh convergence for spectral element codes.

Future work concerns similar analyses for simulations with

Ra ≲ 10
16

using up to 100 million elements, given that the

relevant tools are in place. The present analysis using robust

techniques to asses sources of uncertainty, paired with detailed

investigation of the behaviour of the boundary layers and ex-

tended to higher Ra, will provide essential information on the

nature and appearance of the ultimate regime.
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Figure 1: Cross section of the magnitude of the mean spectral

error indicator at z ≙ 0.31δT for Ra ≙ 109.
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Figure 3: Scaling of Nu as a function of Ra. The black crosses
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INTRODUCTION

When applying two-fluid model Euler/Euler large eddy

simulation (LES), the filtering process involves the use of a

phasic ‘function of presence’ approach to the momentum equa-

tion, accounting for the co-sharing of a control volume by

different phases. As a result, this leads to the terms denoting

interfacial momentum forces, contributed by the dot product

of the total stress term and gradient of the ‘function of pres-

ence’ term, which indicates the forces induced by the local flow

perturbations at the interface of the second phase (bubbles).

The subsequent spatial filtering for LES modelling of the mo-

mentum equation and the interfacial momentum terms leads

to additional terms that can be attributed to drag and other

parts that can be modelled as non-drag forces such as lift force

and added mass force together with the sub-grid scale turbu-

lent dispersion force (SGS-TDF) and added mass stress force

(SGS-AMS). In the case of conducting two-phase LES, these

interfacial momentum exchange terms need to be modelled in

terms of the resolved quantities of the flow or filtered variables

while taking into account the effect of unresolved fluctuations

on the sub-grid scale (SGS). Most of the reported work on

two-phase or three-phase LES has overlooked or neglected the

unresolved SGS contributions. However, these terms play a

crucial role in the prediction of the transverse bubble dis-

persion in bubbly flow. In the present study, the effects of

adopting the spatial filtering for the interfacial momentum

exchange terms on the turbulent dispersion and added mass

stress in bubble column bubbly flows are studied as shown in

Figure 1.

MATHEMATICAL MODELLING AND NUMERICAL METH-

ODS

By taking both phase velocity fluctuations and bubble vol-

ume fraction fluctuations into account, the spatial filtering of

the drag force and added mass force terms will give rise to

the extra terms proportional to the area density slip velocity

correlation, i.e., turbulent dispersion, and to the correlation

of bubble volume fraction and gradient of SGS stress. In our

modified SGS Smagorinsky model, the modified SGS eddy vis-

cosity νT accounting for the bubble dynamic response to the

turbulent eddies induced shear has also been implemented into

the SGS-TDF term. The formulations of the filtered drag, lift

and added mass forces employed in the Euler/Euler LES mod-

elling, as shown by Equations (1) and (2), can be found in the

study by Long et al. [1].

MTD,L = −
3

4
ρG

CD

dB
|uG−uL|

νSGS

σSGS

(
1

αL
+

1

αG

)

∇αG (1)

MAMS,L = αGρLCAM

[
1

αLρL
∇ · (αLρLΩ)

−
1

αGρG
∇ · (αGρLΩ)

] (2)

Here,

Ω = (1−αG)(CS∆)
2|SL|SL

(

1 + CbαG
λ

dB

(
1

1 + StSGS

) 3

2

)

.

Since the modified SGS models have taken the turbulence

kinetic energy contribution from BIT and bubble interaction

with the turbulence eddies into account, the relative slip ve-

locity between bubbles and liquid together with the local

turbulent energy dissipation rate play significant roles in esti-

mating the value of the interfacial mass transfer coefficient kL.

The eddy cell model proposed by Lamont and Scott indicated

that the very small scale of the turbulent eddies plays an im-

portant role in the mass transfer and these motions lead to an

extra contribution to the eddy viscosity [2]. They suggested

that the surface renewal rate as the mass transfer indicator

can be estimated as

kL ∝ µD

1

2

L

(
ϵL

ν

) 1

4
. (3)

By considering the bubble-eddy interactions, it can be as-

sumed that the local total turbulence dissipation rate is ex-

pressed as
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ϵL = ϵ+ ϵB = ϵ

(

1 +
Cb(αG)λ

d

(
1

1 + StSGS

) 3

2

)

= 2ν

∫
∞

0

κ
2
E(κ)dκ.

(4)

The influences of the bubbles’ dynamic responses to the sur-

rounding liquid and inclusion of the SGS-TDF and SGS-AMS

models in the LES on the liquid turbulent kinetic energy spec-

trum and mass transfer can be evaluated using the following

expression:

kL ∝ µD

1

2

L







ϵ

(

1 +
cbαGλ

d

(
1

1+StSGS

) 3

2

)

ν







1

4

∝ µD

1

2

L

(

2ν
∫
∞

0
κ2E(κ)dκ

ν

) 1

4

.

(5)

It was revealed that ignoring the SGS-TDF and SGS-AMS

results in the underestimation of the mass transfer coefficient.

Figure 2 shows the volumetric mass transfer coefficient con-

tours obtained at different heights with and without using

both the SGS-TDF and SGS-AMS models.

CONCLUSIONS

This study highlights the importance of considering the

SGS turbulent dispersion and added mass stress forces in Eu-

ler/Euler LES modelling of bubble column bubbly flow. It

has been clearly demonstrated that by using Euler/Euler LES

modelling and considering the effect of bubble-eddy interac-

tions on the SGS turbulent dispersion and added mass stress

models, the prediction of bubble dynamics can be improved

significantly. This suggests that the modified SGS-TDF and

SGS-AMS models may play an equivalent role in indicat-

ing the bubble fluctuating motion predicted by using the

Euler/Lagrange LES modelling approach together with the

stochastic dispersion model [3]. Finally, a correlation of the

estimated mass transfer coefficient kL to the local extra eddy

has been proposed in this study.
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FIGURES

Figure 1: Schematic of contribution from SGS-TDF and SGS-

AMS in bubbly flow.

Figure 2: Contours of the simulated volumetric mass transfer

coefficient, KL, along the height of the bubble column by using

(a) case 1: D+L+AM+TD; (b) case 2: D+L+AM+SGS-TDF;

(c) case 3: D+L+AM+SGS-TDF+SGS-AMS.
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INTRODUCTION

Direct numerical simulation (DNS) of the Navier-

Stokes equations governing dispersed deformable bubbles

in water shows clear modulation of turbulence prop-

erties. This paper adopts the volume-of-fluid method

as implemented in the high-performance TBFSolver

(https://github.com/cifanip/TBFsolver) to investigate the

potential for drag reduction in Taylor-Couette flow. We

simulate dispersed bubbly turbulence, at considerably higher

gas volume fractions compared to literature and a range

of Weber numbers to illustrate the effects of deformability

on near wall turbulence modulation. Attention is given

to (i) the fundamental resolution of bubble-bubble and

bubble-wall interactions and (ii) the clustering of bubbles in

Taylor-Couette turbulence.

The numerical technique used in the TBFsolver is based

on the volume-of-fluid (VOF) method in which the one-fluid

formulation is adopted, i.e., a single set of equations is solved

on the entire domain. To describe the dispersed embedded

flow, discontinuous material properties and interfacial terms

associated with the bubbles are accounted for using a marker

function fi for each bubble i. Each bubble is given a marker

which equals 1 in cells where the bubble fully occupies the

cell, 0 where the fluid occupies the cell, and a value between 0

and 1 indicates that the cell contains a bubble interface. The

value of the marker function is also referred to as the volume

fraction. Given N bubbles, the marker functions are advected

via
∂fi

∂t
+ u · ∇fi = 0 for i = 1, . . . , N. (1)

The nondimensionalized incompressible Navier-Stokes equa-

tions and continuity equation are used to describe the flow:

ρ
Du

Dt
= −∇p+

1

Fr
2
ρĝ+

1

Re
∇ · (2µS) +

1

We
knδ(n) (2)

∇ · u = 0 (3)

Here Du/Dt is the material derivative of the velocity u with

t the time. Moreover, p is the pressure, ρ the mass density, µ

the viscosity, k is the curvature, ĝ is the normalized gravity

vector, S the deformation tensor, and n is the normal vector

to the interface. The dimensionless numbers are the Froude

number Fr = U/
√
gL, the Reynolds number Re = ULρ1/µ1,

and the Weber number We = LU2ρ1/σ. Here L and U

denote a characteristic length and a characteristic velocity,

respectively. The subscript 1 denotes the continuous phase

mass density.

The mass density and viscosity at a certain point follow

from the marker functions and the properties of the continuous

and dispersed phases. For instance, a cell with volume fraction

c would have a density and a viscosity of

ρ = ρ1 (1− c) + ρ2 c, (4)

µ = µ1 (1− c) + µ2 c. (5)

were c = maxi fi. The continuous surface force (CSF) method

is used to model the surface tension term. This method re-

places the delta function δ(n)n by a smooth term, which

is computationally easier but may induce spurious currents.

Reducing such spurious currents can effectively be done by

accurately computing the curvature of the interface for which

a height function method is adopted.The advection of the

dispersed phase is represented using the generalised height

function method.

A three-dimensional uniform Cartesian grid is used to dis-

cretize the domain and a staggered arrangement of the vari-

ables was selected. The spatial discretization of the convective

term is based on the finite volume approach. Additionally, the

QUICK interpolation scheme is implemented to avoid unphys-

ical oscillations that may occur as the spatial resolution is too

low. A second-order finite difference scheme is employed for

the diffusive term. Finally, a third-order Runge-Kutta scheme

is used to discretize the convection and diffusion terms of the

Navier-Stokes equations, while a Crank-Nicolson scheme is

employed for the surface tension term.

RESOLVED BUBBLE COLLISIONS

The motion of a bubble impacting a solid wall was sim-

ulated in detail. In Figure 1 the energy dissipation in the

vicinity of the bubble is plotted at various instances as the

bubble rises under an angle of 45 degrees toward the wall and

subsequently bounces back. Although the main features are

well represented on a grid of 1283 the findings at 2563 con-

vey a more precise capturing of the dynamics. This is also

expressed by the evolution of the y-component of the centre

of mass in Figure 2. The vertical line corresponds to the mo-

ment at which the distance between the bubble centre and

the wall is reduced to four grid cells of the finest grid. Despite

the modest spatial resolutions of these brief encounters, the

overall capturing of the motion appears highly accurate.
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(a)

(b)

Figure 1: Energy dissipation in the vicinity of the bubble at

different times using a grid with 128
3
(a) and 256

3
(b) grid

cells.

Figure 2: Vertical component of the center of mass motion at

1283 and 2563.

BUBBLY TAYLOR-COUETTE TURBULENCE

The numerical method in the TBFSolver can also be used

to simulate a large number of bubbles. We concentrate on

turbulence in Taylor-Couette flow as this presents a finite

domain in which all conditions can be controlled with high

fidelity. To simulate the turbulent flow in this configuration

the TBFSolver was extended to cylindrical coordinates. We

consider flow at Re = 5×103 and a Froude number Fr = 0.64

and simulate a system with 120 bubbles of diameter 0.1d with

d the distance between the outer and inner cylinder. This

corresponds to a volume fraction of 1%. The grid was set

to [Nθ, Nr , Nz ] = [768, 192, 384] cells in the circumferential,

radial and vertical directions which was verified to yield high-

fidelity results following a number of probing simulations.

A snapshot of their spatial distribution is presented in Fig-

ure 3. We observe some degree of clustering in the bubble

concentration, which is further quantified in Figure 4. These

simulations allow us to study the effects of buoyancy and de-

formability of large bubbles in turbulent TC flow. An example

of drag reduction as a result of the modification of the near

wall turbulence is presented in Figure 5. Full DNS predictions

are compared with an approximate computational model pro-

posed in [1].

In the final presentation at the workshop, we expect to have

further simulations of the Taylor-Couette flow and analysed

the drag reduction phenomenon in more detail at different

volume fractions and deformabilities.
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Figure 3: Snapshot of the velocity magnitude in two-phase TC

flow - red/blue indicates high/low velocity. Bubbles are seen

to cluster near the inner wall as seen clearly in the top-view

(right figure).

Figure 4: Probability distribution function of the radial coor-

dinates of the gas phase. PDFs are based on averages over 2

flow-through times, taken after 18 (blue) and 48 (red) flow-

through times.

Figure 5: Drag reduction at large Weber numbers We using

DNS - comparison with approximate model for low We [1].
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INTRODUCTION

Interfacial phenomena induced by variable surface tension,

e.g., thermocapillary or surfactants, are frequent in nature and

industry. Beyond its scientific importance, thermocapillary

migration play an essential role in microgravity environments

[13] and micro-devices [11]. This work focuses on the Di-

rect Numerical Simulation (DNS) of the Marangoni migration

(Thermocapillarity) of droplets, using a multi-marker unstruc-

tured conservative level-set (UCLS) method [2, 5, 6, 7]. Vali-

dations, verifications and extensions of the UCLS solver have

been reported in our previous works, for instance [1, 2, 5, 6, 8].

MATHEMATICAL MODEL AND NUMERICAL METHODS

The Navier-Stokes equations for the dispersed phase (Ωd)

and continuous phase (Ωc) follow the one-fluid formulation,

∂

∂t
(ρv) +∇ · (ρvv) = −∇p+∇ · µ

(
∇v+ (∇v)T

)
+

ρg+ fσ , ∇ · v = 0, (1)

where v is the fluid velocity, p is the pressure field, ρ is the

fluid density, µ is the dynamic viscosity, g is the gravitational

acceleration, fσ is the surface tension force concentrated at the

interface (Γ). Physical properties are constant at each fluid-

phase with a jump discontinuity at Γ, β = βdHd + ρc(1 −

Hd), β = {ρ, µ, λ, cp} where Hd is the Heaviside step function

that is one at fluid d and zero elsewhere. Regularization of

physical properties is performed according to [5].

The UCLS method proposed by Balcazar et al. [1, 6] per-

forms interface capturing, whereas the multi-marker approach

[2, 5, 6, 7, 10] avoids the numerical coalescence of droplets. In

this framework, the following advection and re-initialization

equations are solved:

∂φi

∂t
+∇ · φiv = 0,

∂φi

∂τ
+∇ · φi(1− φi)n

0

i = ∇ · ε∇φi, (2)

i = {1, 2, ..., Nm − 1, Nm}, Nm is the number of UCLS mark-

ers, which equals the number of droplets, n0

i is the interface

normal unit vector calculated at τ = 0. The curvature κi

and normal vectors ni are computed as follows [1, 2, 6]:

κi = −∇ · ni, ni = (||∇φi||)
−1∇φi.

The Continuous Surface Force (CSF) model [9] is used for

surface tension force (fσ , Eq.(1), as extended to the multi-

marker UCLS method [2, 5, 6]: fσ =
∑Nm

i=1
(f

(n)

σ,i + f
(t)
σ,i). Here,

Figure 1: Thermocapillary migration of a single droplet,

g = 0. (a) Migration velocity V ∗
= (ey · v)U−1

r . Com-

parison against UCLS method on fixed meshes [5], and front-

tracking method [12]. (b) Mass conservation M∗
= (M(t) −

M(0))/M(0), M(t) =

∫
Ω
Hs

ddV . (c) Adaptive mesh refine-

ment around the droplet interface, with grid size hmax =

Lx/60 and hmin = hmax/2
4
. (d) Temperature isocontours.

f
(t)
σ,i = ∇Γi

σ(T )δs
Γ,i = (∇σ(T ) − ni(ni · ∇σ(T ))) δs

Γ,i is the

Marangoni force, ∇Γi
= ∇− ni(ni · ∇), and δs

Γ,i = ||∇φi|| is

the regularized Dirac delta function [1, 6]. On the other hand,

f
(n)

σ,i = σκiniδ
s
Γ,i = σκi∇φi.

Transport equations are discretized by the finite-volume

method on 3D collocated unstructured meshes [6]. The

pressure-velocity coupling in fluid flow transport equation is

solved by the fractional-step projection method. Unstructured

flux limiters proposed by [1, 6] approximate the convective

term of transport equations. Adaptive mesh refinement is

introduced for the optimization of computational resources.

Further details about the transport equations can be found in

[5].

NUMERICAL EXPERIMENTS

The following dimensionless numbers character-

ize the thermocapillary migration of droplets: Ma =(
|σT |||∇T∞||d2ρccp,c

)
(4µcλc)

−1
, Re =

(
|σT |||∇T∞||d2ρc

)

(4µ2
c)

−1
, Ca = (|σT |||∇T∞||d) (2σ0)

−1
, ηβ = βcβ

−1

d
,

β = {ρ, µ, λ, cp}, subindex c denotes the continuous phase

and subindex d denotes the dispersed phase (droplet), Ma

is the Marangoni number, Ca is the capillary number, Re

is the Reynolds number, ηβ denotes the physical property
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Figure 2: Thermocapillary migration of a bi-dispersed sus-

pension of 18 droplets (g = 0, is the gravity), Re = 40,

Ma = 50, Ca = 0.03, ηρ = ηµ = ηcp = ηλ = 2, d/d∗ = 1.5,

d is the equivalent diameter of bigger droplets and d∗ is the

equivalent diameter of smaller droplets. Ω a rectangular chan-

nel with extension Lx = 5.33 d, Lz = 5.33 d and Ly = 10.66 d.

Uniform hexahedral mesh with grid size h = d/48, equivalent

to 27648000 control volumes, distributed on 1536 CPU cores.

(a) Vorticity contours ((∇×v) ·ez) at t∗ = t/tr = {35, 93}, v

is the fluid velocity. (b) Temperature contours at t∗ = t/tr =

{35, 93}.

Figure 3: Thermocapillary migration of a bi-dispersed sus-

pension of 18 droplets (g = 0), Re = 40, Ma = 50, Ca = 0.03,

ηρ = ηµ = ηcp = ηλ = 2, d/d∗ = 1.5. Uniform hexahe-

dral mesh with grid size h = d/48, equivalent to 27648000

control volumes. Simulation performed on 1536 CPU cores.

(a) Dimensionless migration velocity V ∗
= ey · vc,i/Ur, vc,i

is the droplet velocity. (b) Dimensionless vertical position,

y∗ = ey · xc,i/Ly , xc,i is the droplet centroid.

ratio, ρ is the fluid density, µ is the viscosity, λ is thermal

conductivity, σ = σ(T ) = σ0 + σT (T − T0) is the equation

of state for surface tension coefficient, T is the temperature,

∇T∞ = ((Th − Tc)/Ly)ey , Ur = |σT |||∇T∞||(0.5d)/µc,

Tr = ||∇T∞||(0.5d), tr = 0.5d/Ur, Th is the temperature at

the top boundary and Tc < Th is the temperature at the

bottom boundary as depicted in Figure 2b. Numerical results

for thermocapillary migration of a suspension of droplets

in microgravity condition (g = 0) are depicted in Fig.(2)

and Fig.(3). Furthermore, simulation of thermocapillary

migration of a single bubble is illustrated in Fig.(1). Present

computations are in close agreement with front-tracking

simulation reported by [12]. The effect of Marangoni number

and g ≥ 0 on the distribution of droplets will be reported in

the full paper.

REFERENCES
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INTRODUCTION

Bubble fragmentation due to turbulence is ubiquitous for

two-phase flows in nature and engineering applications where

the interfacial area is to be maximized. Predicting the bubble

size distribution under different turbulent conditions is critical

to have practical modeling tools for mass/momentum transfer.

In the seminal work of Hinze [1], two main ideas are pro-

posed: firstly as condition for breakup the local shear stress

surrounding the bubble is sufficient to overcome the stabi-

lizing surface tension and viscous forces; secondly that only

the turbulent energy of eddies of similar size or smaller than

the bubble diameter is used for breakup (larger eddies sim-

ply transport the bubble). Bubble formation in breaking wave

events was studied in the experiments of Deane and Stokes [2],

providing a connection between the bubble size spectrum and

turbulent dissipation rate. The bubble sizes are statistically

described, with size distribution found to follow a power law

of β = −10/3 for bubbles larger than ∼ 1mm (driven by tur-

bulent fragmentation), while smaller bubbles follow α = −3/2

(stabilized by surface tension). The separating scale is at-

tributed to the Hinze scale, DH , whose work on breakup of

droplets in turbulent flow led to the scaling relation between

the largest stable drop size and turbulent dissipation rate ε,

given in Eq. 1.

DH =

(
Wec

2

)3/5 (σ

ρ

)3/5

ε−2/5 (1)

This equation is valid above a critical Weber number Wec

and Reynolds based on the bubble diameter, where σ is the

surface tension coefficient, and ρ is the bulk/surrounding fluid

density. Chan et al. [3] formalize an analogy between the

bubble-mass cascade above the Hinze scale and the turbu-

lent energy cascade attributed to Kolmogorov, known as the

Kolmogorov-Hinze (KH) framework. The main assumption

for such a cascade mechanism (beyond high Re and We)

are that of locality, quasi-stationarity, and quasi-homogeneity,

such that the bubble flux within an intermediate range of sizes

is scale independent. These previous works considered the sta-

tistical characterization of breakups for high density bubbly

flows. Other relevant studies focus on the physical mecha-

nisms for breakup by studying a single bubble. Experiments

by Risso and Fabre [5] in microgravity highlighted three dis-

tinct regimes based on the bubble We number with either no

breakup, resonant breakup or sudden breakup. The number

of daughter bubbles is also found to be strongly dependent

on We. An improvement to the KH theory is proposed by in-

cluding an efficiency parameter which depends on the bubble’s

residence time in turbulence, and the relation between eddy

frequency and bubble’s eigenfrequency. In the experimental

work of Qi et al. [6], vortex-ring collisions are used to study

single bubble breakup. Two distinct breakup mechanisms are

identified: a primary mechanism where the bubble is inter-

acting with the vortex length scale (close to bubble size D)

and is stretched smoothly until eventually breaking up; the

secondary mechanism stems from bubble interaction with the

broken up smaller eddies of the vortex. This type of breakup

has a smaller timescale and goes against the KH theory which

assumes that eddies close to the bubble size are mainly re-

sponsible for breakup. The combined effect of large and small

eddies seems to drive breakup, with eddies of size 0.74D be-

ing the most efficient (i.e. require less turbulent energy). In

this model two necessary criteria are proposed for a bubble

of equivalent diameter D to breakup due to turbulence. The

first is the stress criterion, where the eddy inertia must be suf-

ficient to break the interfacial forces. The eddy diameter De

and velocity scale ue thus defines the “eddy Weber” number

that should be greater than unity (Eq. 2).

Wee =
ρu2

eDe

σ
> 1 (2)

The second criterion is related to the eddy-bubble timescales,

similar to the proposition of Risso and Fabre [5]: if the eddy

turnover time (∝ De/ue) is larger than the bubble relaxation

time, the bubble tends to recover its spherical shape. This in-

troduces a new dimensionless number, T i,which should exceed

a threshold value (Eq. 3).

T i =
ρu2

eD
3/D2

e

σ
>

96

4π2
(3)

Using the above criteria, the minimum eddy velocity to break

up a bubble can be computed and used in a probabilistic

model. This model is found to give satisfactory statistical

results when compared to experimental data relative to the

classical KH framework. Since these experiments were con-

ducted under Earth gravity, the buoyancy effects may not

be negligible. Experiments conducted in microgravity report

the critical Weber for breakup to be nearly 20 times larger

to equivalent experiments done in normal gravity [5]. In a

computational approach we can neglect gravity (Fr = ∞),

isolating the effect of turbulent stresses and surface tension.

We propose to look at the canonical case of how turbulence

interacts with a single bubble and verify these criteria in a

“local” sense. Experimentally this is extremely challenging,

with DNS being an appealing alternative since all local flow
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information is readily available. So far there have been no

computational studies to support or refute this model. In

the following section, a computational plan using DNS is pre-

sented to test this hypothesis.

METHODOLOGY

The computational experiments to be conducted must rely

on high-fidelity DNS of incompressible two-phase turbulent

flows. Our in-house DNS code has shown to be adequate and

robust in simulating these types of flows with good parallel

performance. The code uses a fractional step formulation,

with a fast Poisson solver (FFT-based), conservative level-set

to capture the interface, and Ghost Fluid Method (GFM) to

model surface tension effects [7]. Application to turbulent free-

surface interaction is shown in recent work [8], allowing the

analysis of entrained and fragmenting air bubbles as seen in

Fig. 1. Based on the bubble breakup criteria given in Qi et al.

Figure 1: Turbulent bubble breakup: interface shown from

level-set contour (φ = 0), with background contour of velocity

field.

[6], computational experiments are proposed to test the hy-

pothesis by controlling the relevant dimensionless parameters

independently. We propose to study the interaction of a single

bubble in HIT. This can be achieved by first generating a HIT

field in a triply periodic cubic domain in single-phase (water)

at a specific Reynolds number. In the work of Rivière et al.

[9] DNS of a single bubble break-up in HIT at Reλ = 38, and

different Weber was performed to investigate sub-Hinze bub-

ble formation. However, the effects of relative bubble-to-eddy

size, or relaxation time criteria has not been investigated, and

the low Re has a limited range of eddy scales. In their compu-

tations forcing is kept active in the water phase. At time t = 0

when the bubble is introduced, the turbulence forcing shall be

deactivated to see how the bubble deforms and breaks up from

the decaying turbulence. This setup allows to start with the

same initial velocity field and change the initial bubble di-

ameter and surface tension independently. Varying these two

parameters alone, we can investigate different bubble We and

Ti numbers, and eddy-to-bubble ratios. Four different cases

are considered and shown in Table 1 as part of the computa-

tional plan. Unless otherwise specified, the material properties

of air and water (including surface tension) are used, with di-

mensionless numbers relative to the bulk/liquid phase.

The first case has both the We and T i criterion satisfied

for breakup, and the initial bubble diameter is larger than the

integral scale. In the second case the initial bubble diameter is

reduced such that bubble We is still greater than 1, however

the time criterion is not satisfied. The hypothesis is that the

Parameter Case 1 Case 2 Case 3 Case 4

Reλ 125 125 125 125
λ
D

0.08 0.16 0.60 0.08

WeD 3.93 1.97 0.53 39.4

T i 8.86 1.11 0.02 88.6
DH

D
0.62 1.25 4.68 0.16

Table 1: Parametric space for DNS of bubble interaction with

HIT

eddy timescales are too large to allow breakup. The third case

has an even smaller initial bubble diameter such that neither

criterion is satisfied, and no breakup is expected according to

the hypothesis. The fourth and last case mimics case 1, yet

with an artificially lower surface tension than that of air-water.

For this case we expect a violent breakup of the bubble given

the large We and T i numbers. Note that cases 2 and 3 have

initial diameters D < DH .

Based on previous studies the bubble should undergo first

a “smooth” deformation phase, followed by a bulgy deforma-

tion phase and breakup. Breakup typically occurs within a few

large eddy turnover times, such that the total simulation time

can be relatively short (under large 5 eddy turnover times).

Saving 10-20 snapshots per eddy turnover time can allow for

post- processing and visualization of the dynamic breakup pro-

cess. Beyond this visual or qualitative investigation, a more

quantitative analysis can be performed by computing the local

We number surrounding the bubbles and T i number. The lo-

cal We numbers can be based on the eigenvalues of the strain

rate tensor or vorticity magnitude as in Qi et al. [6], as well

as alternative approaches. The child bubble sizes can also

be evaluated, with emphasis on how sub-Hinze bubbles are

formed. Bubble statistics such as volume (or equivalent diam-

eter), surface area and sphericity can be tracked during the

transient break-up process and related to the local We and

Re number.

REFERENCES

[1]J. Hinze. : Fundamentals of the hydrodynamic mechanism of

splitting in dispersion processes, A.I.Ch.E. Journal, 1, 289–295

(1955).

[2]G. Deane and M. Stokes : Scale dependence of bubble creation

mechanisms in breaking waves, Nature., 418, 839–844 (2002).

[3]W. H. R. Chan, P. Johnson and P. Moin : The turbulent break-

up cascade. Part 1. Theoretical developments, Journal of Fluid

Mechanics., 912,(2021).

[4]X. Yu, K. Hendrickson and D. Yue : Scale separation and de-

pendence of entrainment bubble-size distribution in free-surface

turbulence, Journal of Fluid Mechanics., 885, (2019).

[5]F. Risso and J. Fabre : Oscillations and breakup of a bubble

immersed in a turbulent field, Journal of Fluid Mechanics., 372,

323–355 (1998).

[6]Y. Qi, S. Tan, N. Corbitt, C. Urbanik, A. Salibindla and R. Ni :

Fragmentation in turbulence by small eddies, Nature communi-

cations., (2022).

[7]Dhruv, A., Balaras, E., Riaz, A., and Kim, J : A formulation for

high-fidelity simulations of pool boiling in low gravity, Interna-

tional Journal of Multiphase Flow, 120, (2019).

[8]A. Calado, I. Yildiran and E. Balaras : An interface capturing

approach for turbulent, incompressible, two-phase flows based on

fast pressure Poisson solvers, submitted to International Journal

of Multiphase Flow, (2023).

[9]A. Rivière, W. Mostert, S. Perrard and L. Deike : Sub-Hinze

scale bubble production in turbulent breakup, Journal of Fluid

Mechanics, 917, (2021).

DLES14 - Book of Abstracts 70



 

 

 

 

 

 

SESSION: Numerics and methodology II 

 

Wednesday, April 10, 2024 

14:50- 15:50 

DLES14 - Book of Abstracts 71



WORKSHOP

Direct and Large-Eddy Simulation 14

April 10-12 2024, Erlangen, Germany

BEYOND CLASSICAL STABILITY ANALYSIS ON RUNGE-KUTTA SCHEMES:

POSITIVITY AND PHASE PRESERVATION

J.Plana-Riu, F.X. Trias, A. Oliva

Heat and Mass Transfer Technological Centre
Technical University of Catalonia. ESEIAAT

Carrer de Colom 11, 08222 Terrassa (Barcelona), Spain.
josep.plana.riu@upc.edu

INTRODUCTION

In the numerical integration of an ordinary differential

equation (ODE), the general concerns are performance, stabil-

ity, and accuracy. All three are characterized by the method’s

coefficients as well as the step size. The former is usually not

in the hands of the user once a scheme has been established,

as coefficients are generally constant, while reducing the step

size, which at the same time reduces the performance of the

code; it will take longer to cover the desired domain. These

generates a trade-off in which the user has to be aware of the

pros and cons of using a larger or smaller step size given the

requirements of the integration.

One of the different possibilities when integrating ODEs

is the Runge-Kutta (RK) method, in which the value of the

function that is being integrated, at the next step φn+1, is

computed only considering the current step φn and interme-

diate approximate values, φi in the s stages of the scheme, so

that

φi = φ
n + h

s∑

j=1

aijf(φj), (1a)

φ
n+1 = φ

n + h

s∑

i=1

bif(φi), (1b)

where h is the step size and aij , bi are the RK coefficients

arranged in the so-called Butcher’s tableau.

When the Navier-Stokes equations are semi-discretized,

Mu = 0, (2a)

Ω
du

dt
+ C(u)u = Du− ΩGp, (2b)

a differential algebraic equation (DAE) of order 2 is ob-

tained. The solution of these equations using RK is developed

by Sanderse and Koren [1] by means of a projection method.

Originally, the timestep ∆t had been selected with the clas-

sical CFL condition, which estimates the eigenvalues of the

method, and then the expected stable timestep is reduced with

the so-called Courant number (or CFL number) to ensure the

integration is stable. Later on, Trias and Lehmkuhl [2] used

Gershgorin theorem to compute the eigenbounds of the pre-

dictor step in the projection method to use the largest possible

timestep allowed by the stability region. This same technique

can be applied to RK as the stability region is defined by the

polynomial

R(z) = 1 +
s∑

k=1

1

k!
z
k
, (3)

for s ≥ p, being p the order of accuracy of the method.

Hence, by the linear stability theory, in a general ODE,

φ
n+1 = R(hλ)φn

, (4)

where λ ∈ C is the eigenbound of the system. Hence, stability

will be obtained if |R(hλ)| ≤ 1 holds.

Nonetheless, when this method was applied to a simulation

with a timestep of 95% of the maximum stable value, some

spurious modes appeared in the solution which were evident

in the instantaneous fields, as seen in Fig. 1, and generated an

overprediction of urms in the core of the channel. When 85%

of the maximum stable timestep was used, then this instabil-

ity was not present, and instead, the obtained fields were as

expected. Trying to understand what generated these insta-

bilities was the main motivation for the development of this

work.

Figure 1: Spurious modes observed in the cross-stream plane

at 95% of the maximum stable timestep for a coarse (643)

Reτ = 180 channel flow simulation for velocity (left) and pres-

sure (right).

POSITIVITY-PRESERVING SOLUTIONS

Let us consider the following ODE,

dφ

dt
= λφ, λ ∈ C, (5)

with φ(0) = 1. Since it leads to φ(t) = eλt as an analytical

solution, a monotonic solution is expected. In this first case,

consider λ = −1, hence the stability polynomial R(z) becomes
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R(h) = 1 +
s∑

k=1

(−1)k

k!
h
k
, (6)

where, if R(h) < 0, φn+1 will change sign and thus the ob-

tained solution will not be monotonic. For instance, by using

a third-order scheme, such as the strong-stability preserving

third-order Runge-Kutta (SSPRK3) from Shu and Osher [3],

R(h) = 1−h+ 1

2
h2 − 1

6
h3, the solution will not be monotonic

for h > 1.6, as shown in Fig. 2 (left), even though it will be

stable for step size values smaller than 2.5.

Nonetheless, in the case of having a complex eigenvalue,

using this approach is not so straightforward. Hence, let λ =

−||λ||e−iφ. Introducing it in the stability polynomial,

R(hλ) = 1 +
s∑

k=1

(−1)k

k!
(h||λ||)k cos(kφ)

+i

s∑

k=1

(−1)k+1

k!
(h||λ||)k sin(kφ),

(7)

the polynomial can be split into a real and imaginary part,

R = Rr + iRi. By introducing it into the linear stability

analysis equation, φn should be treated as complex so that

φn = φn
r + iφn

i . Expressed as a matrix equation,

(
φ
n+1
r

φ
n+1

i

)

=

(
Rr −Ri

Ri Rr

)

︸ ︷︷ ︸

A

(
φn
r

φn
i

)

, (8)

in which the oscillations will appear if and only if the matrix

A fulfills xTAx > 0, ∀x ∈ R
2. This will only hold if Rr > 0,

being the same condition as for a purely diffusive case.
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Figure 2: Numerical solutions for different h values for dtφ =

(− cos(α)+ i sin(α))φ with a SSPRK3 scheme, for α = 0 (left)

and α = 60o (right)

PHASE-PRESERVING SOLUTIONS

In the previous section, the conditions for badly suited real

contributions in the stability polynomial are presented. How-

ever, what happens when the imaginary contribution becomes

negative? A sudden change of sign for the imaginary term will

imply that the phase of this stability coefficient varies in π,

which at the same time will transport the solution for half a

period. Hence, having a negative imaginary contribution from

the stability polynomial should also be avoided.

As shown in Fig. 2 (right), for h > 2.5, the phase of the

solution has changed. In addition, an increase in magnitude

can be observed as the solution is closer to the stability limit,

which is surpassed for h = 2.75.

LIMITING THE STABILITY REGION FOR RUNGE-KUTTA

SCHEMES

The observation of these phenomena generates the need to

consider adding these conditions when setting the timestep

of the numerical simulation. Hence, the ”go-to” zone will be

determined as follows,






|R(hλ)| ≤ 1,

Rr(hλ) > 0,

Ri(hλ) > 0,

(9)

so that both the sign and the phase of the solution are

preserved, considering a stable integration in the first place.

This will thus define two additional regions on top of the

classical stability region: first of all, the positivity-preserving

region will consist of all those combinations of hλ such that

Rr > 0 and thus, no synthetic change in the monotonicity

of the solution should be observed. On the other hand, the

phase-preserving region will be determined by the combina-

tions of hλ such that Ri > 0, and thus the phase is preserved

throughout the integration.

By applying these conditions to the stability polynomial

to limit the stability region of the scheme, the results from

Fig. 3 are obtained for a third-order RK scheme. It can be

observed that in integrations with eigenvalues with angles of

approximately between 30 and 50 degrees, for a third-order

scheme, the whole stability region can be exploited, as both

the sign and as the phase will be preserved as long as the

integration is stable. The applicability of these results to CFD

in deeper detail is expected to be presented in the workshop.
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Figure 3: Stability region of a third-order Runge-Kutta

scheme (black), with the positivity region (red) as well as the

phase region (blue).
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INTRODUCTION

CFD codes with industrial applications commonly rely on

a collocated grid arrangement, which handles complex geome-

tries and unstructured meshes better than the staggered grid

arrangement, with the added benefit of allowing a computa-

tionally more efficient data structure. If a central-differencing

scheme is used to discretise the spatial differential operators,

a set of wide-stencil operators is obtained. The gradient and

divergence operator make use of a 3-wide stencil, creating a de-

coupling between the value of the central cell and its resulting

differential value. The Laplacian operator in turn makes use of

a 5-wide stencil, similarly disconnecting the central cell from

its direct neighbours. In incompressible flows, this odd-even

decoupling can lead to spurious pressure modes. These modes

will persist because they are invisible to the gradient operator,

offering no feedback onto the collocated velocity field. This

problem is commonly known as the checkerboard problem.

The most widely used class of methods to solve this prob-

lem is through a weighted interpolation method (WIM), of

which the pressure-weighted interpolation method, attributed

to Rhie and Chow [1], is the most well-known example. This

method establishes a coupling between directly neighbouring

cells by adding a correction term which includes a cell-to-face

pressure gradient. Usually this connection is constructed im-

plicitly through a compact-stencil Laplacian operator, which

additionally decreases computational complexity and cost.

The application of these correction term leads to a non-zero

discrete divergence at either the cell- or face-centered veloci-

ties. This, in turn, unavoidably introduces numerical dissipa-

tion to the evolution of kinetic energy, through the convective

or pressure term [2].

When using symmetry-preserving methods for collocated

grids, this numerical error remains as the largest source of nu-

merical dissipation [3]. This error can at times be of the same

magnitude as the applied LES models and therefore greatly in-

terfere with turbulence modelling and high fidelity simulations

[4]. To decrease the order of the pressure error introduced

by the compact-stencil Laplacian, these works made use of

a pressure predictor in the momentum prediction equation.

Although greatly reducing the numerical dissipation, this ad-

justment makes the method more prone to checkerboarding,

especially in case a small time-step is used or if the solution

reaches a steady state.

The work of Hopman et al. [5] introduced a method that

is able to dynamically change the pressure predictor, allowing

more numerical dissipation if the solution starts showing oscil-

lations. This was achieved by first answering a question that

has been avoided in existing literature that discusses this topic:

How should checkerboarding be quantified? By introducing a

global, normalised, non-dimensional checkerboard coefficient,

the pressure prediction could be regulated. This work explores

other possible uses for this coefficient, whilst also introducing

a local coefficient. By doing so, numerical dissipation can be

limited, not only in when, but also in where it is allowed.

GLOBAL SCALAR ADJUSTMENT

In [5] the checkerboard coefficient was defined as:

Ccb =
pT
c (L− Lc)pc

pT
c Lpc

, (1)

where Lc and L denote the wide- and compact-stencil Lapla-

cian, respectively. The coefficient ranges between 0 (smooth)

and 1 (pure checkerboard). For this coefficient to regulate the

strength of the coupling in the pressure field, there are two

options (denoted with superscripts a and b) to apply Ccb to

the projection method:

up
c = ∆tR (uc,us)− (1− C

a
cb)Gcp̃

n
c , (2)

Lcp̃
′

c − C
b
cb (L− Lc) p̃

′

c = Mcu
p
c , (3)

un+1
c = up

c −Gcp̃
′

c, (4)

un+1
s = Γcsu

n+1
c − C

b
cb (I − ΓcsΓsc)Gp̃′

c, (5)

where the notation of [3] has been used. Option (a) was tested

in [5] and gave good results, in which the pressure predictor

was closer to p̃n
c in the absence of checkerboarding and started

to decrease in cases oscillations were detected in the domain.

Option (b) involves solving a Poisson equation with a denser

Laplacian which is usually avoided, however, equation (3) can

be rewritten as:

Lp̃
′(k+1)

c =
1

Cb
cb

Mcu
p
c −

Cb
cb − 1

Cb
cb

Lcp̃
′(k)
c , (6)

which finds the same solution but treats the wide-stencil

Laplacian explicitly.
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LOCAL SCALAR ADJUSTMENT

To apply a local adjustment to the projection method,

which only acts in areas of the domain where oscillations are

detected, a new definition for the checkerboard coefficient has

to be used. Similar to equation (1), the local checkerboard

coefficient is a vector with an entry per cell i given by:

[γcb]i =

{
[(L−Lc)pc]i

[Lpc]i
if [Lpc]i ̸= 0,

0 if [Lpc]i = 0.
(7)

As before, this opens up two options (denoted with super-

scripts α and β) to adjust the projection method, which are

less obvious than before. Option (α) regulates the inclusion

of a pressure gradient in the momentum prediction equation:

up
c = ∆tR (uc,us)− (I − γ

α
cb)Gcp̃

n
c . (8)

Applying this coefficient directly to the pressure field instead,

as Gc
(
I − γα

cb

)
p̃n
c , will have the effect of an uneven predictor

pressure with false gradients, decreasing the overall accuracy

of the predictor velocity. However, applying the coefficient as

done in equation (8) makes it difficult to calculate the instan-

taneous pressure field at time-step n + 1, and a new variable

φc is introduced which can be calculated as:

φ
n+1
c = Gcp̃

n+1
c = (I − γ

α
cb)Gcp̃

n
c +Gcp̃

′

c. (9)

Some applications require the calculation of the instantaneous

pressure field, in which case every few time-steps the algorithm

has to update the fields without using option (α). Option

(β), again, involves an adjustment through combining the

compact- and wide-stencil Laplacian operators. This combi-

nation is not straight-forward, and to maintain the symmetry

of the operator the adjustment has to be made as follows:

L = Lc + L = −M

(

Ωs + ΓcsΩΓ
T
cs

)

M
T

(10)

with:

Ωs = diag(Γcsγ
β
cb)Ωs, (11)

Ω = Ω− I3 ⊗
(

diag(γ
β
cb)Ωc

)

. (12)

Again, to avoid solving a Poisson equation with a wide-stencil

Laplacian, the equation can also be solved as:

Lp̃
′(k+1)

c = Mcu
p
c − Lcp̃

′(k)
c , (13)

reaching a solution to p̃′

c iteratively.

NUMERICAL TESTS

All together, four methods are described in this work,

method (a), (b), (α) and (β). The latter three methods are

newly introduced and are tested and compared to the results

form method (a) given in [5]. To do so, a two-dimensional

Taylor-Green vortex was used to test the numerical dissipa-

tion of each method, whereas a lid-driven cavity is used to test

the checkerboard suppressing qualities of the solvers. Finally,

a turbulent channel flow is used to test the solver in unsteady

conditions by measuring the kinetic energy budgets. The re-

sults will be compared to method (a) to show if additional

gains can be made in conservational properties, by dynami-

cally regulating checkerboarding not only in time, but also in

space.
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Verstappen, R. W. C. P. (2014). Symmetry-preserving discretiza-

tion of Navier–Stokes equations on collocated unstructured grids.

Journal of Computational Physics, 258, 246-267.

[4]Komen, E. M. J., Hopman, J. A., Frederix, E. M. A, Trias, F. X.,

Verstappen, R. W. C. P. (2021). A symmetry-preserving second-

order time-accurate PISO-based method. Computers & Fluids,

225, 104979.

[5]Hopman, J. A., Alsalti-Baldellou, À., Trias, F. X. & Rigola, J.
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INTRODUCTION

High-order simulation methods like Discontinuous Galerkin

(DG) have proven suitability for Direct Numerical Simulation

(DNS) and (implicit) Large Eddy Simulations (LES) of sub-

sonic flows [1]. In supersonic conditions, shock waves may

develop. The discontinuity over the shock cannot be captured

by polynomial interpolation and, therefore, both convergence

and stability of the simulation deteriorate as Gibbs oscilla-

tions develop. In the extreme case, these oscillations lead to

unphysical solutions and the failure of the computation. Shock

capturing methods usually add artificial viscosity to smooth

the shock such that it can be safely represented. However, this

reduces accuracy and negatively impacts the turbulent kinetic

energy budget. It is therefore desirable to reduce its action to

a minimum.

The instability of high-order methods, caused by under-

interpolation and integration, can be mitigated by leveraging

a discrete equivalent of the entropy and its evolution equa-

tion, which introduces a discrete bound for the solution. Most

of these entropy-consistent schemes are based on the use of

entropy variables and the ”summation-by-parts” (SBP) theo-

rem, leading to the analogue to the integration-by-parts theo-

rem at the discrete level. The vast majority rely on nodes that

coincide with the Gauss-Legendre-Lobatto (GLL) quadrature

points [2]. The presence of such nodes on the boundary greatly

helps constructing SBP operators between two elements. How-

ever, the GLL quadrature has lower accuracy leading to the

build-up of error. More recently, entropy stable schemes based

on Gauss quadrature nodes, without points on the boundary,

have been developed. While these methods improve greatly

the accuracy of the solution, such SBP operators are nu-

merically very costly since they introduce an ”all-to-all” flux

coupling between all degrees of freedom (Dofs) in the element

and the need of the so-called entropy projection [3].

In the literature, the entropy stable Discontinuous Galerkin

spectral element method (ESDGSEM) based on the GLL

quadrature nodes and the entropy stable Discontinuous

Galerkin method (ESDG) based on Gauss quadrature nodes

have been compared based on their robustness and per-

formance for compressible Euler and Navier-Stokes equa-

tions [4, 5] but not with a deep focus on turbulence. In the

present work, a novel approach is introduced for the analysis

of these schemes based on energy balances such as the bud-

get of kinetic energy and moments of velocity weighted by the

density. This work also compares a new hybrid DG solver

for shock capturing, the so-called sensor-based scheme. To

alleviate the computational cost associated with the ESDG

scheme, the entropy stability is only activated in cells where

shock stabilization is necessary or where the turbulence is

under-resolved. Everywhere else, a standard DG formulation

is applied.

NUMERICAL EXPERIMENTS

The comparison of the schemes is performed on the 3D

Taylor-Green Vortex, a well-known test case consisting of a

laminar-turbulent transition of a decaying vortex, at Re=1600

and M=1. In this configuration, shocklets interact with the

small turbulent structures, making this test case a challenge

for stabilization techniques.

Figure 1: Magnitude of the velocity for the 3D Taylor-Green

test case at convective time Tc = 8. The domain is a periodic

box of length 2π.

First of all, the spatial convergence of each scheme has been

computed based on the maximum error between the enstrophy

obtained at different Dofs and the reference enstrophy from

[6] (DNS of 512 Dofs per direction). Figure 2 shows that

the convergence is better for the more complex ESDG scheme

than for the ESDGSEM scheme but worse than for the sensor-

based approach, which is an additional reason to introduce this

method.

Then, the budget of kinetic energy as been investigated. In

the case of a periodic domain, the conservative equation for

the kinetic energy is given in its integral form by

d

dt

∫

V

ρEkdV =

∫

V

p∇ · vdV −

∫

V

τ : ∇vdV, (1)
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Figure 2: Convergence analysis based on the enstrophy from

the reference solution [6] for the 3D Taylor-Green test case

with respect to the number of degree of freedom for the two

schemes.

where the first term is the variation of the kinetic energy, the

second term is the pressure work and the third term is the

viscous dissipation. The budget of kinetic energy is the dif-

ference between the measured variation (LHS of Eq. 1) and

the theoretical variation (RHS of Eq. 1) of the kinetic energy.

Figure 3 shows that, in this case, the convergence of the bud-

get closure is the slowest for the ESDG scheme for a reduced

number of Dofs. By looking to the terms constituting the bud-

get of kinetic energy in Fig. 4 for the ESDG scheme and in

Fig. 5 for the ESDGSEM, a difference in the pressure work

can be spotted. This increase in the pressure work for the

ESDG scheme can be explained due to presence of the en-

tropy projection which improves the robustness of the method

but induces a large numerical error for coarser mesh. The

sensor based approach has a lower error and therefore seems

interesting not only for efficiency but also for accuracy. The

ESDGSEM scheme exhibits a slower convergence rate for finer

mesh and tends to a constant error in the budget closure at

convergence.
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Figure 3: Budget closure of the kinetic energy for the 3D

Taylor-Green test case with respect to the number of degree

of freedom for the two schemes.

Therefore, the budget of kinetic energy highlights that even

if the ESDG scheme is the more robust, it is adding unwanted

numerical dissipation on hidden quantities such as the pres-

sure work. Moreover, an other interest of the sensor based

approach is the lower computational time compared to the
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Figure 4: Variation of the terms constituting the budget of

kinetic energy for the 3D Taylor-Green test case with 96 Dofs

for the ESDG scheme.
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Figure 5: Variation of the terms constituting the budget of

kinetic energy for the 3D Taylor-Green test case with 96 Dofs

for the ESDGSEM scheme.

ESDGSEM ESDG SensorBased

Cost - +47% +7%

Table 1: Comparison of the cost of the method with respect

to the less expensive ESDGSEM scheme to simulate the 3D

Taylor-Green Vortex with 96 Dofs per direction.

ESDG scheme as shown in Tab.1.
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INTRODUCTION

Curved pipes have a wide range of applications, such as in

heat exchangers, chemical reactors, heat pipes and fluid trans-

port systems. Various research has been conducted to shed

light on the complex dynamics of the flow and turbulence in

curved pipes. The curvature of the pipe causes a centripetal

force at the bend and gives rise to the radial pressure gradient.

This results in the acceleration of the velocity on the outer wall

and deceleration on the inner wall. Consequently, this redis-

tribution of the velocity field and skewing of the mean flow at

the bend generates a Prandtl’s secondary flow of the first kind.

The skewing of the mean velocity and the emergence of the

Dean vortices change the friction factor. The friction factor

in curved pipes is a function of the Reynolds number and the

curvature ratio. The experimental work from Cioncolini and

Santini [1] showed that the friction factor in curved pipes is

not necessarily higher than in the straight pipes at the same

Reynolds number (substraight drag). Furthermore, for mildly

curved pipes, the pressure loss could even be lower than the

laminar correlation of the same curved pipe (sublaminar drag).

Later the Direct Numerical Simulations (DNS) of Noorani et

al. in [2] and [3] confirmed the existence of the substraight and

sublaminar drag. Furthermore, the nature of turbulence tran-

sition for curved pipes is fundamentally different from straight

pipes. For sufficiently high curvatures, curved pipes undergo

a multistage supercritical transition. Canton et al. [4] thor-

oughly studied the supercritical transition in toroidal pipes

using linear stability analysis. They identified the neutral

curve separating stable and unstable regions associated with

bifurcations.

Both the friction factor and the onset of the instabilities

are dependent on the curvature ratio and Reynolds numbers.

Therefore, to achieve a design with optimal pressure loss co-

efficient, both parameters must be locally determined along

the axis of the curved pipe. This motivates the current work

in which a free-form shape optimization of the curved pipe is

performed. This optimization method enables us to locally

modify the Reynolds number and the curvature ratio to min-

imize the total viscous losses.

PROBLEM DESCRIPTION

The baseline curved pipe to be optimized is shown in Fig. 1.

This geometry is referred to as Ubend throughout this work.

The turbulent flow at the inlet of the Ubend is fully devel-

oped at ReD = UbulkD/ν = 10000. This corresponds to a

friction Reynolds number of Reτ = uτR/ν = 313. The cur-

vature (δ =
D

2Rc
) of the baseline is 0.2, which is categorized

as a strong curvature according to [1]. The red box shows

the section subject to free-form shape optimization, while the

regions outside of the red box remain unchanged.

RC = 50 mm

D
 =

 2
0
 m

m

160 mm

Optimization Section

Plane P1

Plane P3

Plane P2

80 mm

Inlet

Outlet

Figure 1: The geometry of the baseline Ubend to be shape-

optimized for minimal viscous dissipation. The red box indi-

cates the section of the pipe that is subject to optimization.

METHODOLOGY

The discrete optimization problem to be solved is formu-

lated as follows:

min
S

J(U(S), X(S))

s.t. U = G(U(S), X(S))

X(S) = M(S)

(1)

in which J(U(S), X(S)) is the discrete objective function that

depends on the primal variables U , the computational grid

X and the design vector S. The optimization problem must

satisfy the discrete primal equation U = G(U(S), X(S)) as

well as the mesh deformation equation X(S) = M(S). The

optimization is performed using the discrete adjoint solver in

SU2 (see [6]). Each design step starts with solving the primal

equations (i.e. k-ω-SST RANS equations in our case). Fol-

lowing that, the corresponding adjoint equations are obtained

with the help of the Algorithmic Differentiation package Codi-

Pack [7]. The adjoint equations are solved, and sensitivities

are calculated. In the next step, the gradient of the objective

function is obtained and the mesh is deformed accordingly.
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The objective function to be minimized is the total viscous

dissipation over the entire domain:

J =

∫

Ω

(
τ : ∇U + ϵ

)
dV (2)

in which τ , U and ϵ are the mean viscous stress tensor, mean

velocity and turbulent dissipation rate, respectively. The op-

timization outcome was validated a posteriori using DNS and

experiments: DNS of both baseline and optimized geometries

were performed to investigate the effect of optimization on tur-

bulence. In the DNS, the outlet boundary was shifted by 16R

downstream of P3 to allow investigating the effect of the op-

timization on the turbulence farther downstream of the bend.

We refer to the outlet boundary of the DNS domain as the

extended outlet.

RESULTS

A local minimum is found after 50 design steps at which the

objective function is reduced by 52 percent, and the pressure

loss improves by 56 percent according to the k-ω-SST model

used for the primal solution of the optimization. Fig. 2 shows

the baseline and the optimized designs next to each other. The

increased cross-sectional area of the optimized design leads to

a smooth distribution of the radial pressure, thereby reducing

the kinetic energy of secondary flow and the Dean vortices

(see Fig. 3). The experiment shows that at ReD = 10000,

a pressure loss reduction of 62 percent is gained. This is in

agreement with the predicted value of 64.5 percent from the

DNS.

Fig. 4 shows an instantaneous non-dimensional vorticity

field on the center plane of the baseline and optimized designs.

The figure on the left shows that the turbulence intensifies at

the bend, where Dean vortices are formed in the presence of

a strong mean velocity gradient. On the contrary, the figure

on the right shows that the optimization partially suppresses

the turbulence near the bend and the vorticity field diminishes

near the outlet. This effect can be seen in the Fanning friction

factor along the streamwise direction of the optimized bend

in Fig. 5. Initially, due to the redistribution of the velocity

after the contraction region of the optimized shape, the friction

factor rises to values associated with a fully developed flow at

Reτ = 708. However, the friction factor rapidly drops from

z/R = 0 to z/R = 1, then gradually decreases up to the

extended outlet boundary. At a distance of 16R downstream

of P3, the friction factor is reduced by 35 percent compared to

that of the fully developed turbulent flow with the same ReD
at P1. The friction Reynolds number Reτ drops to 252 as a

result of turbulence suppression.

Baseline

Optimized

Figure 2: The geometry of the baseline and optimized Ubend.
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INTRODUCTION

It is important from a modelling and engineering point of

view to understand the different scales involved during the

flame-wall interaction (FWI) process within turbulent bound-

ary layers, as the vortex stretching phenomenon in turbulence

is affected by different scales [1]. Computational Fluid Dy-

namics (CFD) relies on a multitude of methods ranging from

Reynolds-averaged to Large Eddy Simulation techniques, and

they address different ranges of scales of the turbulence ki-

netic energy spectrum. In the case of FWI it has been shown

in the literature that the small scales of turbulence do not con-

tribute to the straining of the flame when the flame is away

form the wall, but when the flame starts to interact with the

wall the contribution of the small scales of turbulence sig-

nificantly increases [2]. To date no information is available

about the behaviour of turbulent stresses at different scales

in the case of FWI. In the present work Direct Numerical

Simulation (DNS) data is used to investigate the behaviour

of turbulent stresses at multiple scales for statistically planar

flames propagating across a turbulent boundary layer at two

different friction Reynolds numbers, Reτ = 110 and 180, and

interacting with an isothermal inert wall. In this regard, the

main objectives of this study are: (1) To perform a multiscale

analysis of the anisotropy of the turbulent stress tensor for a

large range of different filter sizes. (2) To compare the level

of anisotropy for different wall normal distances and friction

Reynolds numbers. (3) To provide detailed physical explana-

tions for the observed behaviour.

DIRECT NUMERICAL SIMULATION DATA

For the purpose of the current analysis the simulations are

performed using a three-dimensional compressible code called

SENGA+ [2, 3, 4]. The code solves conservation equations

for mass, momentum, energy and species mass fractions. The

first and second-order spatial derivatives in SENGA+ are cal-

culated using a 10th-order finite difference central scheme for

the internal grid points but the order of accuracy gradually

reduces to the second order for the non-periodic boundaries.

A third-order Runge-Kutta scheme is used for explicit time

advancement. In the current simulations the combustion

chemistry is represented by a single-step Arrhenius type chem-

ical reaction for the sake of computational economy. As the

present analysis focuses primarily on the fluid-dynamical as-

pects of FWI, it is expected that the findings of this study will

not be affected by the choice of the chemical mechanism. Sto-

ichiometric methane-air premixed flames under atmospheric

conditions are considered for the current analysis. The Lewis

number of all the species is taken to be unity and the un-

burned gas temperature TR is taken to be 730K, which yields

a Zeldovich parameter, β = Ta(Tad − TR)/T 2

ad of 6.0 (where

Ta, Tad, TR is the activation, adiabatic and reactant temper-

atures, respectively), and a heat release rate parameter of

τ = (Tad − TR)/TR = 2.3. Standard values are taken for

the Prandtl number, Pr, and the ratio of specific heat, γ (i.e.,

Pr = 0.7, γ=1.4).

The simulations in this analysis have been conducted in a

configuration where turbulent boundary layers are formed on

top of a chemically inert wall and the initial flow conditions

for the reacting flow simulations have been generated using

fully developed non-reacting turbulent channel flow solutions

corresponding to Reτ = ρRuτNR
h / µR =110 and 180, where

uτNR
=
√

|τwNR
|/ρR and τwNR

are the friction velocity and

wall shear stress for the non-reacting channel flow, respec-

tively, ρR and µR are the unburned gas density and dynamic

viscosity respectively and h is the channel half height cor-

responding to the non-reacting fully developed channel flow

solution. The computational domain size for both Reτ =110

and 180 are taken to be 10.69h × 1.33h × 4h and equidistant

cartesian grids of 1920 × 240 × 720 and 3200 × 400 × 1200

are used for Reτ=110 and 180, respectively. These grids en-

sure that y+NR = (ρRuτNR
y) µR for the wall adjacent grid

points remained smaller than 0.6 and at least 8 grid points

are accommodated within the thermal flame thickness δth =

(Tad − TR) / max|∇T |L (where T is the instantaneous dimen-

sional temperature).

In all simulations, periodic boundary conditions are used

for both streamwise (i.e. x-direction) and spanwise (i.e. z-

direction) and a pressure gradient (i.e., −∂p/∂x = ρu2
τNR

/h

where p is the pressure) has been imposed in the streamwise

direction [3]. A no-slip impenetrable, inert wall boundary

condition is implemented at y = 0, and an isothermal ther-

mal wall boundary condition (i.e., Tw = TR) is imposed at

the wall. A partially non-reflecting boundary is specified at

y/h=1.33. For both Reτ =110 and 180 cases, the steady

1-D laminar flame simulation has been interpolated to the

3-D grid in such a manner that the reaction progress variable

c=(YFR − YF )/(YFR − YFP ) (where the subscripts R and P

represent the fresh reactant and fully burned products, re-

spectively) takes a value of 0.5, at y/h ≈ 0.85 such that the
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reactant side faces the wall, whereas the burned gas side faces

the outflow side of the domain. The ratio of the laminar burn-

ing velocity SL to non-reacting flow friction velocity uτNR
is

taken to be 0.7 for all cases considered here. The simulations

have been continued for a maximum of 2.0 flow through time

based on the maximum streamwise mean velocity. The flames

propagate towards the wall and eventually quench due to heat

loss through the wall over the simulation time, but the bound-

ary layer does not evolve significantly [3].

For the purpose of investigating multiple scales involved in

turbulence, DNS data have been explicitly filtered by using a

Gaussian filter kernel G(r) such that the filtered values of a

quantity Q can be expressed as follows:

Q(x) =

∫
Q(x− r)G(r)dr. (1)

The application of this low pass filter removes the high

wavenumber content of the fluctuating velocity signal and an

associated high pass filter (which removes the low wavenumber

content) can be define as [4]: Q = Q−Q. Note that following

Germano et al. [5] filtering operations in this work are only

applied to the streamwise and spanwise directions.

RESULTS

Figure 1: Head-on quenching for the premixed flame case with
Reτ=180 at different t/tf . The isosurface coloured in yellow
represents c = 0.8. The instantaneous normalised vorticity mag-
nitude Ω =

√
ωiωi × h / uτ,NR is shown on the x − y plane at

z/h = 4. The grey surface denotes the wall.

The instantaneous views of c = 0.8 isosurface at different

normalised times (e.g., t tf=7.89, 16.75 and 20.11, where tf
= δth/SL is the chemical time scale) for the Reτ=180 case

are shown in Fig. 1 where the distributions of the normalised

vorticity magnitude Ω =
√
ωiωi × h / uτ,NR at z h=4.0 are

also shown. The instantaneous views of c = 0.8 isosurface

for the Reτ = 110 case show similar qualitative behaviour as

that of the Reτ = 180 case and are not shown here for the

sake of brevity. Figure 1 shows that the flame surface be-

comes wrinkled due to the interaction of turbulent shear and

vortical motion within the boundary layer, but these wrinkles

eventually quench when they come in the vicinity of the wall

(i.e., the normalised minimum quenching distance is yQ/δZ=

1.71 and 1.72 for Reτ=110 and 180 turbulent cases, with

δZ = αT0
/SL and αT0

being the Zeldovich flame thickness

and thermal diffusivity in the unburned gas, respectively and

yQ is the wall-normal distance of the progress variable, c, iso-

surface) due to the heat loss. This quenching is reflected in the

fragmented flame surface at later times in Fig. 1. The pres-

ence of the flame within turbulent boundary layers gives rise

to a predominantly positive dilatation rate (i.e. ∂ui/∂xi >0),

which in turn affects the turbulence statistics due to flame

normal acceleration resulting from thermal expansion [3].

Figure 2: Plots of IIb versus IIIb in the form of the Lumley
triangle for Retau = 110 (1st and 3rd row) during flame-wall
interaction for high and low pass filters at different filter widths .
Note axi represents axisymmetric contraction and axi represents
axisymmetric expansion.

The stress anisotropy tensor, bij is defined as: bij =

τij/τkk − δij/3, where τij = uiuj − ui uj for low pass fil-

ter and τij = uiuj − ui uj for high pass filter. The second

and third invariants of bij are defined as IIb = −bijbji/2 and

IIIb = bijbjkbki/3 respectively. Figure 2 shows the plots of

IIb versus IIIb using low and high pass filtering at different fil-

ter widths during flame wall interaction at Reτ = 110. It can

be noticed that the behaviour not only changes with the filter

width, but also with the change in the type of the filter used.

This imples that sub-grid stresses have different behaviour at

different scales and filter widths. The implications of this on

modelling and more details of the behaviour during FWI will

be presented in detail in the presentation.
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INTRODUCTION

Numerous industrial applications are based on non-

premixed systems and the combustion initiation through an

externally introduced energy source as an electric spark. Un-

doubtedly, the ignition process possesses a stochastic nature

that is largely conditioned by the flow regimes. Depending

on the spark location with respect to vortical structures the

initial scenario directly affects further flame development [1].

The size and strength of the turbulent structures that appear

in the vicinity of the sparks are as important as the size and

energy of the sparks [2].

The large vortical structures appearing with extreme regu-

larity constitute a striking feature of the global instability that

can emerge in the axisymmetric variable density jets [3] and

in counter-current mixing layers established by applying suc-

tion to the periphery of an axisymmetric jet (counter-current

jets) [4, 5]. The latter remains the least explored, and to

the best authors’ knowledge, there are no studies investigat-

ing the spark ignition in the counter-current nozzles. The

present paper partially fills this gap. The potential of the

global instability phenomenon to change the character of a

combustion process has been recently demonstrated for auto-

ignition events in counter-current hydrogen jets [6, 7]. The

present paper extends that research and the one performed

in [1, 2] offering a physical understanding of both the role

of the global instability phenomenon in stabilizing the lifted

flame and the mechanism of flame kernel development in vicin-

ity of the vortical structures following the spark-ignition.

MODELLING

We consider a counter-current injection system in which

a central jet nozzle (D = 0.002 m) providing a fuel (hydro-

gen/nitrogen in mass proportion 0.13/0.87) is surrounded by

a co-axial nozzle (Dsuc = 2D = 0.004 m) sucking the fluid.

Outside of the annulus section, a stream of oxidizer (air)

is supplied. The temperature of both the fuel and oxidizer

is 300 K, and a flame is initiated with a spark. The ana-

lyzed counter-current configuration is presented schematically

in Fig. 1. Sucking the fluid from the region surrounding the

fuel jet produces a counter-current flow in the direct vicinity

of the nozzle. To control its length we apply the velocity ratio

I = −Usuc/Uj (Uj - velocity of the jet, Usuc - velocity of the

counter-current) equal to I = 0.0 (wall), I = 0.1 and 0.2. The

composition/temperature of the fuel and oxidizer result in the

density ratio S = ρj/ρcf = 0.36, which is below the critical

one for the occurrence of global instability. Thus, the counter-

flow is not required to induce the global mode. Nevertheless,

it affects the flow structure significantly, determining further

flame development.

We apply the Large Eddy Simulation (LES) with the lami-

nar chemistry approach for the turbulence/flame interactions.

The spark is modeled by the energy deposition (ED) model,

where the source term Q̇, possessing the Gaussian distribution

in time and space, is added to the transport equation for the

enthalpy [8]. We do not consider the inner geometry of the

nozzles, and the computational domain is a rectangular box

(Ly = 30D,Lx = Lz = 15D). The applied mesh counts of

Ny=288, Nx = Nz=192 nodes in the axial and radial direc-

tions. The jet, suction, and co-flow are modeled through the

instantaneous velocity profile for which the inlet mean veloc-

ity of the central jet is given by the Blasius profile. The LES

solver used in this study is an in-house high-order solver based

on the low Mach number approximation. The Navier-Stokes

and continuity equations are discretised using the sixth or-

der compact difference method on half-staggered meshes [9].

The chemical reactions are computed using the CHEMKIN

interpreter with the help of a detailed mechanism of hydrogen

oxidation [10] involving 9 species and 21 reactions.

RESULTS

Characteristic phenomena for global instability include the

formation of large-scale structures and enhanced mixing. In

Fig. 2, the former is identified by iso-surfaces of the Q-

parameter, and the latter is captured with the mixture fraction

contours shown in the central cross-section. The flow fields

are presented at the time of the initiation of the spark (t =

t0−∆t/2, t0 - the time moment when Q̇ gets a maximum value;

∆t - the time duration of the spark), along with the spark loca-

tions (the white circles at x/D = z/D = 0.5 and y/D = 1.5).

Each spark has the total energy ϵ =

∫
Q̇dV dt = 5 mJ, char-

Figure 1: Simulation setup.
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acteristics size ∆s = 0.75D = 0.0015 m and time duration

∆t = 0.0005 s. In the sparks regions, strong toroidal vortices

emerge due to global instability. They are accompanied by

the smaller longitudinal structures and side jets appearing as

the streams of the fuel-rich mixture released from the fuel jet.

The periodic shedding of large-scale structures in the regions

of sparks is confirmed by the distinct peaks observed in the

axial velocity spectra at heights y/D = 1 and y/D = 2. The

localization of the peaks shifts toward higher non-dimensional

frequencies (StD = fD/(Uj + Usuc), f - frequency) with the

increasing I and remains unchanged along the jet axis. Note

that during the energy deposition, seven toroidal structures

pass through the area where the spark is generated. We

observe that for the higher I the more robust the vortical

structures emerge, however, their shape becomes highly irreg-

ular and the flow seems more turbulent. The spatio-temporal

locations of the vortices have a significant impact on the suc-

cess/failure of the ignition and may lead to hysteresis in the

flame position after the successful ignition. Depending on I

and thus the frequency at which the vortices appear, the flame

stabilizes as attached or lifted at various axial distances. This

issue will be investigated within the present study. Addition-

ally, we will consider the cases with the spark locations in the

vicinity of the side jets at the axial distance where the vortical

structures break down (see the red circle in Fig. 2).

The calculations performed so far reveal that with differ-

ent velocity ratios, one can affect the flame kernel behavior

after the spark initiation and change the final position of the

flame. Figure 3 shows the temperature distributions for subse-

quent steps of the ignition and flame evolution. It can be seen

that at the time instant t = t0, at which the sparks reach the

maximum energy, the flame kernel develops near its initial po-

sition. Subsequently, the formed flame is displaced, partially

defragmentated, and stretched by the vortical structures. It

propagates towards favorable mixture conditions and expands

radially and axially. At t = t0 + ∆t, one can observe that:

(i) the temperature is the highest for I = 0.0, and the flame

propagates towards the inlet along a thin shear layer; (ii) the

flame rapidly expands in the radial direction due to intensified

mixing of fuel and oxidizer immediately above the inlet plane

both for I = 0.1 and 0.2. In subsequent time instants, the dif-

ferences in the flame development become more pronounced.
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Figure 2: The flows (mixture fraction and Q-parameter, Q = 5

s
−2

) prior to the spark ignition (t = t0−∆t/2) along with the

axial velocity spectra. Colored circles mark areas of sparks.

Figure 3: Spatio-temporal evolution of the flames (tempera-

ture contours) following the spark ignition.

For I = 0.0, the flame attaches to the nozzle, and the global

instability and vortical structures are damped. In contrast,

for I = 0.1 and 0.2, the flames are lifted and remain in this

state until the end of the simulations. Worth noticing are two

findings. First, the flame can expand spectacularly due to the

presence of the side jets along which it initially propagates, as

in the case with I = 0.1. Second, the flame may momentarily

attach to the inlet plane and then detach to a lifted position

if the structures are sufficiently robust, as in the case with

I = 0.2.
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INTRODUCTION

Hydrogen-driven direct injection/spark-ignition (DISI)

internal combustion engines are highly relevant in light

of energy transition policies and environmental concerns.

The introduction of hydrogen significantly affects the

mixing process due to its high diffusivity. Additionally,

the combustion properties of hydrogen, such as extended

flammability limits, wide detonation range, high adiabatic

flame temperature, and increased flame propagation speed,

contribute to increased instabilities in engine operation.

These instabilities, particularly cycle-to-cycle variations

(CCV), hinder optimization and reliability in the design and

production of hydrogen-driven engines. Experimental setups

for understanding CCV production are limited, given the

challenges in detecting, tracing, and measuring hydrogen [1].

Direct numerical simulations (DNS) provide a high-fidelity

approach to thoroughly study the phenomenology in hydrogen

engines. A preliminary step involves translating the engine

operating conditions into a prescribed computational domain,

simplifying the analysis by eliminating the complexities of

the engine’s geometry.

The Taylor Green Vortex (TGV) is a well-known flow con-

figuration, notable for its prescribed vorticity decay, which

can be solved analytically in terms of the Reynolds num-

ber [2]. By establishing a known reference for turbulent flow

evolution, which encompasses the engine turbulent flow char-

acteristics, it is possible to identify how hydrogen undergoes

mixing. DNS, capable of resolving the smallest scales in the

flow field, allows drawing conclusions on the formation and

evolution of turbulent structures [3]. Hydrogen combustion in

the TGV-based configuration has been investigated by [4, 5];

however, the present study introduces the novelty of incorpo-

rating hydrogen gas-injection. This work aims to represent the

turbulent flow properties inside an internal combustion engine

as an initial configuration of the TGV, to study the interaction

of the flow field with the gas injection of hydrogen. The focus

is centered on various phenomena, such as mixing, ignition,

combustion, and flame propagation properties.

CASE DESCRIPTION

The Taylor Green Vortex is defined as a cubic domain with

periodic boundary conditions. It is configured by defining a

velocity field in terms of the following expressions,

u(x, y, z, t = 0) = V0 cos(x)sin(y)sin(z)

v(x, y, z, t = 0) = −V0 sin(x)cos(y)sin(z)

w(x, y, z, t = 0) = 0

(1)

where V0 is the maximum velocity of the vortex. Pressure

is set up in a corresponding manner but considering a P0

coefficient factor. The characteristic length L0 is defined as

the diameter of the largest vortex; this length is equal to half

of the computational domain. L0 is then multiplied by π to

extend the total domain length to match the frequency of the

sinusoidal/cosinusoidal functions defining the velocity fields.

The Reynolds number, defined in terms of L0, V0, and the

kinematic viscosity ν, governs the turbulence behavior. Its

value is intended to be representative of the engine conditions.

The vorticity is prescribed in the TGV to increment and

then decay up to a convective time scale of 25τ . This value

is expected to change due to the effect of injection, ignition,

and flame propagation. Properties such as pressure (P0),

density (ρ0), and temperature (T0) were set to represent the

thermodynamic state inside the combustion chamber at the

end of the compression stroke. The temperature definition

enables obtaining values for viscosity and diffusivity. The

mean molecular weight is influenced by the gaseous compo-

sition inside the domain, which is set to match atmospheric air.

Injection of 100% Hydrogen is performed by means of

source terms Sφ for mass, momentum, and energy. This

approach mitigates the moderately to highly characteristic

underexpanded structure of the jet, enabling a focus on the

pre-existing sub-sonic velocity profile. Thus, attention is di-

rected towards the processes of mixing and hydrogen reaction

within the combustion chamber rather than on expansion

waves resulting from injection. In order to keep the inherently

symmetric field configuration of the TGV, injection is config-

ured by means of two opposing jets originating at the center

of the cubic computational domain. The time evolution of the

source terms is based on a ramp-up for the initial injection

and a ramp-down to finalize it, representing the acceleration

and deceleration of the jet.
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Injection occurs over a span of 5 times the convective time

scale (τ) of the TGV, concluding at the peak vorticity values

for the TGV. The mass flow is prescribed so the total air to

fuel ratio matches an equivalence ratio of 1.

Combustion is modeled by the finite rate chemistry ap-

proach, using the 11 species, 19 reactions hydrogen combus-

tion mechanism of O’Connaire [6]. An Euler-Euler scheme for

the different gaseous species transport is implemented, as read

in equation 2,

∂ρYi

∂t
+∇. (ρv⃗Yi) = −∇.J⃗i + wi (2)

where Yi corresponds to the mass fraction, J⃗i is the diffusion

flux, and wi is the net rate production/consumption of species

i. The diffusion term is computed based on a multicomponent

model with a variable Lewis number. This is particularly

relevant for hydrogen-based systems, as the high diffusivity

of hydrogen cannot be accounted for with the unity Lewis

number assumption.

Ignition is modeled as a sudden introduction of an energy

source in the middle of the domain, equal to the prescribed

minimum ignition energy and quenching distance to propagate

the hydrogen flame under high pressure/high-temperature

conditions. The simulation advances until combustion spreads

over the whole domain, and the turbulence field completely

decays up to the equilibrium state.

METHODS

All DNS simulations were performed using the in-house

code PsiPhi, developed at Imperial College London and the

University of Duisburg-Essen. The flow simulation is resolved

with the finite volume method on an equidistant grid. A 7th

Order Monotonicity Preserving Scheme (MP7) is applied for

the convective terms of all transport equations. The solution

is advanced in time by implementing an explicit low-storage

third-order Runge-Kutta. Stability in time advancement is

preserved by both implementing a CFL (< 0.1) and a diffusive

stabilization (< 0.6) criteria. In order to parallelize compu-

tations, a domain decomposition approach is implemented

using MPI (Message Passing Interface) communication.

To establish an independent mesh configuration for the

smallest scales present both prior (Kolmogorov scale ∼ 4 µm)

and after combustion (flame thickness), the entire domain

was discretized on different, highly resolved grids, including

a 10243 resolution (∼ 6 µm).

RESULTS

Figure 1 illustrates the time evolution of the double sym-

metrical injection in the TGV before ignition. The symmet-

rical structure is maintained at large scales, but small scales

influence the perimeter of the hydrogen mass fraction field.

Quantifying the wrinkling over the flame surface, particularly

at the tip (1b) and the base of the jet, allows for an assess-

ment of the impact of hydrogen’s high diffusivity on the jet’s

morphology.

(a) t=(2/27)τ (b) t=(5/54)τ (c) t=(1/9)τ

(d) t=(7/54)τ (e) t=(4/27)τ (f) t=(1/6)τ

Figure 1: Hydrogen Mass Fraction YH2O - Double Jet Devel-

opment into TGV

Key flow properties, including turbulent kinetic energy,

vorticity, and the Q-Criterion, are calculated during the sim-

ulation. Additionally, the quantification of heat release is

monitored to identify reaction zones and track the develop-

ment of flame propagation, ultimately leading to an estimation

of flame speed. Following ignition, an analysis of flame prop-

agation is conducted by examining the concentration of OH,

heat release, and temperature. The ultimate goal is to quan-

tify the duration of vorticity decay over time, coupled with

a detailed examination of the composition of the turbulent

energy spectrum in relation to the product species.
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INTRODUCTION

Understanding all the processes that take place in internal

combustion engines (ICEs) is extremely challenging. The en-

gine geometry can be complex and is important for the large

flow scales. The flow field is usually highly turbulent, result-

ing in a very wide range of scales. The motion of the piston

adds another layer of complexity.

ICEs have been studied experimentally for a long time.

However, it is very difficult to sufficiently resolve all relevant

phenomena. This problem is exacerbated in the study of com-

bustion processes. Boundary layers are also challenging. To

gain further insight into these complex processes, numerical

simulations are used. These provide a very comprehensive

view of all relevant areas, but are also challenging to compute.

In particular, the large scale separation leads to simulations

that require an extreme level of resolution. The latest gener-

ation of supercomputers makes it possible to perform direct

numerical simulations (DNS). This is a huge step forward com-

pared to classical reduced order approaches such as RANS

and LES. It also has great potential to improve reduced order

methods.

In this study, multi-cycle simulations of the compression

and expansion strokes were carried out for the optical engine

studied experimentally at TU Darmstadt [1]. Two operating

conditions with 12 cycles each were computed on the super-

computer JUWELS Booster using the GPU-based CFD code

nekRs and up to 3200 GPUs. These first-of-its-kind data pro-

vide a great insight into many engine-relevant processes. The

focus of the analysis is on the in-cylinder flow structures and

the development of turbulence.

NUMERICAL METHODS

This study is based on the high-order code nekRS [2].

It uses high-order spectral elements in which the solution,

data, and test functions are represented as locally structured

Nth-order tensor product polynomials on a set of E globally

unstructured curvilinear hexahedral brick elements. This ap-

proach has two main advantages. First, for smooth functions

such as solutions to the incompressible/low Mach Navier-

Stokes equations, high-order polynomial expansions yield ex-

ponential convergence at the order of approximation, implying

a significant reduction in the number of unknowns (n ≈ EN3
)

required to achieve engineering tolerances. Second, the locally

structured forms allow for local lexicographic ordering with

minimal indirect addressing and, crucially, the use of tensor

product sum factorization to achieve low O(n) storage cost

and O(nN) computational complexity. The time integration

in nekRS is based on a semi-implicit splitting scheme using

kth-order backward differences (BDFk) to approximate the

time derivative, coupled with implicit treatment of the vis-

cous and pressure terms and kth-order extrapolation (EXTk)

for the remaining advection and forcing terms. This approach

leads to independent elliptic subproblems consisting of a Pois-

son equation for the pressure, a coupled system of Helmholtz

equations for the three velocity components, and an additional

Helmholtz equation for the temperature.

CASE DESCRIPTION

An overview of the computed cases is given in Tab. 1. The

non-reactive data have a size of 320TB and required about 4.5

million core-hours computing time on nodes with four NVIDIA

A100 GPUs each.

RESULTS AND CONCLUSIONS

In the following discussion, only the simulations for the

2500 rpm (OP E) case are used.

To quantitatively describe the flow dynamics in the cylin-

der, we calculate the tumble ratio, a global measure that

characterizes the development of large-scale motion in the

combustion chamber. The tumble ratio is defined as,

TRi =
ωi

ωcs

(1)

where ωi represents the angular velocity of the solid-body flow

rotating around the center of mass in the i-direction, and ωcs

denotes the angular velocity of the engine crankshaft. The

angular velocity ωi is determined by

ωi =
Li

Ii
(2)

Engine speed Intake pressure OP

1500 rpm 0.95 bar C

2500 rpm 0.95 bar E

Table 1: Engine operating conditions.
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where Li and Ii represent the angular momentum and the

moment of inertia in relation to the center of mass in the i-

direction.

The tumble ratio TRy with respect to the y-axis is pre-

sented in Figure 1 for all simulated cycles. Tumble generation

reaches its peak at maximum piston speed, which coincides

with the largest mass flow rate, around 645 crank angle de-

gree (CAD), after which it decreases steadily. The tumble

ratios TRx and TRz with respect to the x-axis and z-axis are

are close to zero, which is expected since the TU Darmstadt

engine has an inlet duct designed to promote the formation

of a clockwise tumble flow, which is the dominant large scale

structure in this engine.

Figure 1: Tumble ratios around the center of mass with re-

spect to the x-axis (top) y-axis (middle) and z-axis (bottom)

for the compression and early expansion strokes (thin lines:

individual cycles, thick blue line: mean values).

Understanding and controlling the tumble breakdown in

internal combustion engines is crucial for optimizing combus-

tion efficiency and emissions. In an attempt to quantify the

tumble breakdown we analyze the evolution of the mean and

turbulent kinetic energy, which are defined as,

MKE =
1

2
(ū2

+ v̄2 + w̄2
), (3)

TKE =
1

2
(u2

rms
+ v2

rms
+ w2

rms
) (4)

Figure 2 shows the ratio between the total turbulent en-

ergy and the mean kinetic energy, which peaks around top

dead center (TDC). This corresponds to the moment of tum-

ble breakdown resulting in a transfer of kinetic energy from

the large-scale tumbling motion to the small-scale turbulence,

which promotes the mixing of air and fuel and facilitates the

combustion process. After TDC the ratio decreases rapidly as

the turbulence dissipates under the influence of viscous forces.

The distribution of local anisotropic Reynolds stress invari-

ants is studied using the well-established anisotropic invariant

Figure 2: Ratio between the total turbulent and mean kinetic

energy inside the cylinder throughout the compression and

early expansion strokes.

map, commonly referred to as Lumley traingles. The second

(I2) and third (I3) invariants obtained from the centre tumble

plane are shown in Figure 3. During the early compression

phase (630 CAD), the invariants show a significantly lower

scatter compared to the TDC (720 CAD) and the flow has

a higher tendancy towards 3D isotropy. Furthermore, during

the tumble breakdown near the TDC, a significant number of

data points can be seen in the region of axisymmetric expan-

sion. For a reliable turbulence model, the anisotropy should

be modeled correctly, as this can have a major impact on the

correct prediction of the flow at different CAD and on the

prediction of the tumble breakdown.

Figure 3: Lumley triangle visualized as scatter plot data at

630 CAD (left) and 720 CAD (right).

As a future step, reactive simulations will be performed in

this engine to understand the complex interplay of turbulence

and chemistry under real conditions.
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INTRODUCTION

Integral length and time scales of velocity or scalar quan-

tities play an important role for the modelling and analysis

of turbulent flows. Integral scales are also important for

quantifying statistical uncertainty, because, traditionally it is

assumed that the decorrelation distance can be taken as twice

the integral scale [1]. The confidence interval for a statistical

quantity is typically proportional to the inverse of the square

root of the number of independent samples N and the lat-

ter quantity is determined by dividing the measurement time

or domain length (assuming statistical homogeneity in space

or time) by the decorrelation distance. While every quantity

has its own decorrelation distance, little seems to be known

about integral scales of higher order moments. Such informa-

tion might be particularly useful for DNS or LES simulations

where the number of independent samples is often much more

limited compared to experiments.

The probability distribution of the velocity field can often

be reasonably approximated [2] by a Gaussian probability den-

sity function (PDF) e.g. for free shear flows or homogeneous

turbulence. Under this assumption it is possible to express

the covariance of higher order moments using the covariance

of the variable themself. Hence, given a two point autocorre-

lation function, length scales of higher order moments can be

calculated. As an example, the autocorrelation often has the

shape of a decaying exponential [3] and in that case the inte-

gral scale of the variance of a signal has half the value of the

integral scale of the signal itself. The theory outlined before

has been applied recently [4] to analyse the autocorrelation

and integral scales up to 4
th

order moments in the case of

synthetic turbulence and for the variance (i.e. 2
nd

moment)

using DNS data [5] of a plane turbulent jet.

The present work aims to first generalize this analysis using

a DNS database of homogeneous isotropic turbulence (HIT)

[6]. Subsequently the theory will be extended numerically for

non-Gaussian distributions using appropriately generated syn-

thetic turbulence [7]

ANALYSIS OF INTEGRAL SCALES OF HIGHER ORDER

If X,Y are two random variables and E denotes the expec-

tation from time or space averaging, the covariance is given

as Cov(X,Y ) = E(XY ) − E(X)E(Y ), while the variance

is V ar(X) = E(X2
) − E(X)

2
. If we consider the velocity

component u we can put X = u(x) and Y = u(x+ r) to

obtain the two-point autocorrelation function Corr(X,Y ) =

Cov(X,Y )/

√
V ar(X)V ar(Y ). The integral scale Lu,u(x, r)

is usually defined as the integral of the normalised two point

autocorrelation function with respect to r. This can be gen-

eralised in a straightforward manner to integral scales Lun,un

for the nth
moment by writing

Run,un (r) = Corr(X
n
, Y

n
) =

Cov(Xn, Y n
)√

V ar(Xn)V ar(Y n)

(1)

Now, considering two identically distributed random vari-

able with Gaussian velocity PDF and Cov(X,Y ) = c, it is

possible to write Y as a linear combination of two indepen-

dent Gaussian variables X,Z and as a result the covariance of

higher order moments becomes a polynomial in c [4], e.g.

Cov(X
2
, Y

2
) = 2Cov(X,Y )

2

Cov(X
3
, Y

3
) = 6Cov(X,Y )

3
+ 9σ

4
Cov(X,Y ) (2)

Cov(X
4
, Y

4
) = 24Cov(X,Y )

4
+ 72σ

4
Cov(X,Y )

2

Figure 1 shows the autocorrelation functions for second and

fourth order moments from a HIT database [6] in comparison

with the theory outlined above. Despite the fact that the

assumptions of the theory are not perfectly met and that the

number of samples is finite, the agreement is quite satisfactory.

Close to walls or especially for bounded scalars the PDF

cannot be expected to be Gaussian. Hence, in order to gain a

better understanding of the behaviour of non-Gaussian statis-

tics w.r.t. to their autocorrelations of higher order, a numeri-

cal analysis will be performed with special focus on bounded

scalars. Let us start with the bimodal PDF αδ(c)+βδ(1− c),

which is often used to express the PDF of mean reaction

progress c in turbulent premixed flames. In other words the

random variable c can only take the values 0 or 1 and as a

result of this the same will holds true for c2, more precisely

we will have c = c2. In this special case we find that the two-

point autocorrelation function will be identically the same,

independent of the moment order, and the same holds true

for the integral scales. Apart from this trivial example it is

difficult to obtain analytical results, because the above men-

tioned trick of expressing Y as a linear combination of two

independent random variables works only because the sum of

two Gaussians is again a Gaussian. Hence, it is difficult to

generalize the same concept to other PDFs.

Alternatively, synthetic turbulence which follows not only

a given autocorrelation function (e.g. [7, 8]) but in addition

obeys a prescribed PDF distribution, can be used to get a

first understanding. This can be achieved by combining a

synthetic turbulence generator with the concept of inverse
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transformation sampling [9]. We consider the two parame-

ter Beta distribution Pβ which is often used to parametrise

the behaviour of bounded scalars:

Pβ(c, α, β) =
Γ(α+ β)

Γ(α)Γ(β)
c
α−1

(1− c)
β−1

(3)

Figure 2 exemplarily, shows the synthetic signal, its PDF

and autocorrelations functions. For the case shown here with

parameters α = 20, β = 2 the autocorrelation of the signal

squared is nearly identical to the autocorrelation of the orig-

inal signal. However, this is not in general the case for other

choices of α, β. The full paper will explore a wide range of

parameters α, β and will provide the details for the generation

of the synthetic data.
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Figure 1: Autocorrelation functions Ru,u and Run,un n = 2, 4

obtained from the Madrid HIT database [6] and compared to

the theoretical prediction in Eq. 2
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INTRODUCTION AND VALIDATION

This work investigates spanwise wall oscillation (SWO) [1,

2, 3, 4] as a method to preferentially enhance heat transfer over

drag in turbulent channel flow. In the current formulation, the

flow is considered incompressible and the temperature is set

to a passive scalar with mixed boundary conditions [5]. This

configuration is selected to induce a strong correlation between

temperature and streamwise velocity, thereby increasing the

challenge of achieving dissimilarity in drag and heat transfer

enhancement.

Direct numerical simulations at Reτ = 180 and Pr = 1 are

performed using spanwise wall oscillation of parameters T and

W . This is achieved by specifying the time-dependent bound-

ary condition for the spanwise velocity at the wall position

(see Figure 1).

Figure 1: Schematic of the flow configuration.

Validation is performed using oscillation parameters

T+
= 125 and W+

= 18 on a statistically steady flow at

Reτ = 180. In Figure 2, the temporal evolution of the drag

reduction is shown with the same actuation parameters, al-

beit at a marginally higher Reynolds number (Reτ = 200)

than in the present work and is represented by the black line

(data from [6]). The blue line depicts the analogous temporal

drag variation acquired in the present study (see Equation 1),

here represented by the friction coefficient Cf . The nom and

ac subscript indicate quantities taken from the unactuated
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Figure 2: Temporal evolution of drag and heat transfer re-

duction at Pr = 1, subjected to spanwise oscillatory wall

actuation, utilizing control parameters of T
+
nom = 125 and

W
+
nom = 18. The black curve denotes data from [6] for refer-

ence.

and actuated flow respectively, and the notation
+
nom indi-

cates normalisation with wall-units from the unactuated flow.

The obtained trend closely resembles the referential data [6],

with the drag reduction reaching ∼ 40%, validating the im-

plemented wall actuation methodology.

In Figure 2, the temporal evolution of the Nusselt num-

ber is also shown, displaying strong agreement with the drag

variation, and underscoring that SWO can also substantially

reduce heat transfer.

Variation =

(
Cf,ac

⟨Cf,nom⟩t
− 1

)

× 100 (1)

ENHANCING HEAT TRANSFER

Direct numerical simulations at Reτ = 180 and Pr = 1

have shown a set of wall-oscillation parameters reducing drag

and heat transfer similarly, maintaining coupled transport.

The temporal evolution of the spatially-averaged drag and

heat transfer when applying spanwise wall oscillation with con-

trol parameters T
+
nom = 500 and W

+
nom = 30 is conveyed

by Figure 3. Both heat transfer and skin friction exhibit

substantial reduction over the first half oscillation cycle, de-

creasing by up to 25%. Thereafter, the heat transfer and

friction exhibit periodic oscillation at the actuation frequency
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of T
+
nom = 500. The friction drag varies between 5% below

and 30% above the baseline, averaging 7.72% enhancement, as

could be expected from the results of [7]. In contrast, the heat-

transfer minima are marginally higher while the maxima surge

to approximately 45% above baseline. This disproportionate

heat-transport amplification yields 15% averaged thermal in-

tensification, doubling the friction increase.

Overall, the results underscore the efficacy of spanwise

wall oscillation in elevating turbulent heat convection. This

Reynolds analogy breaking enables preferential elevation of

heat transport over momentum.

Figure 3: Temporal variation of friction coefficient Cf and

Nusselt number Nu augmentation at Pr = 1, subjected to

spanwise oscillatory wall actuation, utilizing control parame-

ters of T
+
nom = 500 and W

+
nom = 30.
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Figure 4: Wall normal distributions of (a): ũ′′v′′
+

nom(
y+

nom
Reτ

−

1), (b): Θ̃′′v′′
+

nom(
y+

nom
Reτ

−1). actuated stress on Cf,min

phases, : on Cf,max phases, : actuated time wise

stress, unactuated stress.

The FIK identity analysis [8, 9] allows a decomposition of

the friction coefficient and Nusselt number into seperate com-

ponents. This enables to directly link the turbulent shear

stress to the friction coefficient and the turbulent heat flux

to the Nusselt number. Moreover, this decomposition states

the contribution of each source term towards both quantities.

Details regarding these components and their quantification

in the current study will be provided in the final article.

The FIK identity analysis hereby reveals a negligible impact

of forcing terms on dissimilarity between heat transfer and

drag actuation induced variations, as will be demonstrated

in the final version of this article. Instead, differences arise

from the solenoidal velocity and linearity of the temperature

equation. Both the weighted turbulent shear stress and heat

flux derived from the FIK identity turbulent components are

amplified near the wall under oscillation (see Figure 4). How-

ever, the heat flux intensifies more substantially, especially

at its peak. This preferential enhancement of the near-wall

heat flux, exceeding the shear stress amplification, facilitates

greater thermal transport augmentation relative to the friction

increase.

Results therefore demonstrate spanwise oscillation can pref-

erentially intensify heat transfer beyond drag, providing a

promising technique for improving heat exchanger. Further

work should optimize parameters and elucidate the underly-

ing physics of this dissimilar heat transfer control.
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The Reynolds shear stress (RSS) characterizes the influ-

ence of turbulence on momentum transport in turbulent shear

flows. As such, a comprehensive understanding of the dynam-

ics of RSS is essential for insights into the dynamics of turbu-

lence. Additionally, RSS is critical to reduced-order models for

turbulent flow simulations, such as Reynolds-averaged Navier-

Stokes and subgrid-scale models for large-eddy simulation.

Because of its significance, RSS has been the target of exten-

sive research. However, our current understanding remains

incomplete, primarily due to the challenges associated with

simultaneously measuring multiple velocity components and

the cost of first-principle-based simulations (DNS), particu-

larly for flows at high Reynolds numbers (Re).

To address this problem, We conduct a spectral analysis of

the terms in the transport equation for RSS, −⟨u′v′⟩, in high

Re turbulent channel flows. Here, u′
and v′ represent velocity

fluctuations in the streamwise (x) and wall-normal (y) direc-

tions, respectively. Additionally, ⟨·⟩ denotes averaging in the

streamwise and spanwise (z) directions, as well as over time.

Our analysis technique is based on the approach introduced

in [1]. The spectral transport equation is given by:

∂Euv

∂t
= E

P
uv + E

T⊥

uv + E
T∥

uv + E
ν
uv + E

Π
uv (1)

where Euv is the u-v co-spectrum and

∫
∞

0
Euvdk = −⟨u′v′⟩.

The terms on the right-hand side of (1) represent the spectral

densities of production (EP
uv), wall-normal turbulent transport

(ET⊥

uv ), inter-scale transfer (ET∥

uv ), viscous effects (Eν
uv), and

pressure effects (EΠ
uv), respectively.

Traditionally, the production of −⟨u′v′⟩ is defined as

⟨v′2⟩∂yU , where U is the mean velocity, as it describes the

interaction between mean velocity and turbulent fluctuation.

However, the pressure fluctuations in any turbulent shear

flow also include the interaction between mean velocity and

turbulent fluctuation. This interaction is mathematically rep-

resented by the rapid pressure [2], which arises from the de-

composition:

Π = ΠR +ΠS +ΠStokes (2)

where Π is the total static pressure, ΠR is the rapid pressure,

ΠS is the slow pressure, and ΠStokes is the Stokes pressure.

Since the contribution of ΠR to the evolution of −⟨u′v′⟩ is zero
without a mean velocity gradient, we define the production of

−⟨u′v′⟩ as:

Puv = ⟨v′2⟩∂yU + ⟨v′∂xΠ
′

R
⟩+ ⟨u′

∂yΠ
′

R
⟩ (3)

The pressure term EΠ
uv thus includes only the effects of the

slow and Stokes pressures (ΠS and ΠStokes).

The preliminary findings from a spectral analysis, using

data from the direct numerical simulation of turbulent chan-

nel flow at Reτ ≈ 5200 [3], are illustrated in figures 1 to 6.

For brevity, only the one-dimensional spectral density in z is

presented here.

The spectrum Euv exhibits two distinct peaks (Figure 1):

one at λ
+
z = 100, y+ = 25 (inner peak), and another at

λ+
= 5000, y+ = 1000 (outer peak). However, EP

uv (Figure 2)

has a solitary peak at λ
+
z = 100, y+ = 25, suggesting that a

portion of the outer peak in Euv is transported from elsewhere.

Turning to E
T⊥
uv (Figure 3), the results indicate that turbulent

wall-normal transport of Reynolds shear stress (RSS) occurs

in both directions: toward the wall and the channel center.

At λ
+
z = 100, the direction changes at y+ = 25, and the

value of y+ at which the direction of turbulent wall-normal

transport changes increases linearly with λ
+
z . Additionally,

some portion of the large-scale structure of RSS is directly

transported to the near-wall region. Surprisingly, E
T∥
uv (Fig-

ure 4) suggests that inter-scale transfer occurs mostly from

small-scale to large-scale, which is opposite to the direction

of Richardson-Kolmogorov cascade. In summary, turbulence

transports the RSS produced at the inner peak to the outer

peak. As expected, the role of Eν
uv (Figure 5) is mainly the

destruction of RSS at relatively small scales. But, the pres-

sure term EΠ
uv (Figure 6) dominates the destruction of RSS

and is the primary mechanism removing large-scale RSS in the

near-wall region (e.g. around λ
+
z = 1000 and y+ = 10).

While these initial findings provide valuable insights into

the scale-by-scale budget of ⟨u′v′⟩ transport, they lack spectral

information in the streamwise direction. In the forthcoming

presentation, we will analyse the transport of ⟨u′v′⟩ using

two-dimensional spectral densities, using the polar-log repre-

sentation introduced in [1].
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Figure 1: kz-premultiplied spectral density of ⟨u′v′⟩, kzEuv
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INTRODUCTION

Anisotropic turbulence remains a theoretical challenge, as

the numbers of degrees of freedom in the system increase sig-

nificantly. A recurring question, highly relevant for turbulence

modeling approaches like LES, is the influence of anisotropy

on the energy exchanges across scales.

In particular, it was shown in [1] that anisotropy induced

at small scales can have an effect on the large scales. Consid-

ering the well-established global forward nature of the energy

cascade, we are left to wonder how the anisotropic information

is transported against it.

We present a study of the componentality of the Reynolds

stress tensor (RST) in spectral space, that is, the distribu-

tion of energy between the different directions, and thus the

difference of magnitude in the diagonal components of the ten-

sor. To that end, we use a so-called ”isotropic decomposition”,

effectively splitting the RST into several contributions, in par-

ticular into an isotropic 3D and an isotropic 2D states using

DNS. As it is well known that in 2D turbulence the dynamics

change and the energy cascade is reversed [2], we aim to link

the emergence of isotropic 2D componental states in spectral

space due to anisotropy to the inverse transport of anisotropic

information.

NAVIER-STOKES EQUATIONS IN SPECTRAL SPACE

Since almost a century, the phenomenology of turbulent

flows is built on the interactions of eddies of different sizes. It

is then natural to look at the system in spectral space. The

velocity field is expressed by a Fourier series as

u(x, t) =
∑

κ

û(κ, t)eiκ·x
. (1)

The continuity and Navier-Stokes equations for the velocity

modes û(κ) read

i(κ · û) = 0, (2)

d

dt
ûj(κ) = −iκlPjk

∑

κ
′

ûk(κ
′)ûl(κ− κ

′)− νκ
2
ûj(κ), (3)

where Pjk = (δjk−
κjκk

κ2
) is the ”projection” tensor, ensuring

that the velocity field remains divergence-free, Eq. (2).

Introducing the Reynolds averaging operator ⟨·⟩, the energy

and RST of mode κ are given by

Ê(κ) =
1

2
⟨ûi(κ)û

∗

i (κ)⟩, (4)

R̂ij(κ) = ⟨ûi(κ)û
∗

j (κ)⟩. (5)

The one-dimensional spectra of these quantities for wavenum-

ber κ are computed by summing the contributions of all κ

such that κ − κ0/2 ≤ |κ| < κ + κ0/2, with κ0 the smallest

wavenumber.

”ISOTROPIC DECOMPOSITION” OF THE REYNOLDS

STRESS TENSOR

To study the componentality of the RST, we introduce

the ”isotropic decomposition” of the spectral quantity R̂ij(κ).

Since we simulate cases in which we have a base 3D isotropic

flow and 2D anisotropy induced along the first two directions,

we decompose R̂ij(κ) as

R̂ij(κ) = α(κ)δ3Dij + β(κ)δ2Dij + R̂
res
ij (κ), (6)

where δ3Dij is the identity 3x3 matrix, and δ2Dij,k the identity

matrix with δ33 set to zero. The residual 1D and non-zero off-

diagonal components are gathered in the residual RST R̂res
ij ,

which we observe to go to zero with sufficient time/ensemble

averaging. This decomposition allows us to compute the

amount of energy in associated 3D and 2D componental states,

as

Ê
3D(κ) =

3

2
α(κ), (7)

Ê
2D(κ) = β(κ), (8)

with the energy spectrum, Eq. (4), recovered as

Ê(κ) = Ê
3D(κ) + Ê

2D(κ) (9)

The time and spectral evolution of the 2D perturbations gives

information on the transport of anisotropy across scales.

To illustrate the isotropic decomposition, we apply it to the

case of Homogeneous Isotropic Turbulence (HIT), and obtain

that small scales, unperturbed by the low-wavenumber forcing

scheme [3], recover isotropy, as shown in Fig. 1. In terms of

the isotropic decomposition, that means

Ê
3D(κ) → Ê(κ) (10)

Ê
2D(κ) → 0, (11)
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Figure 1: Energy spectra; dashed: HIT (Ê3D is not shown

since it coincides with the dashed black line Ê); solid: HIT

+ 2D forcing. Note that the anisotropic influence of the low-

wavenumber forcing scheme used to sustain turbulence decays

as the wavenumber increases.

ANISOTROPIC HOMOGENEOUS TURBULENCE

With the help of our decomposition, we aim to tackle the

case of anisotropic turbulence, more precisely to study how

anisotropic information is transported through scales. We in-

troduce anisotropic perturbations in the HIT, in the form of

forcing only 2 components in a given range of wavenumber,

or by starting the simulation from 2D turbulence slices and

letting the system relax towards 3D turbulence. We track in-

formation on the 3D and 2D spectra by applying the isotropic

decomposition to Eq. (5).

The case of 2D forcing is setup as follows: first, an initial

HIT flow is obtained using a low-wavenumber forcing. The

2D forcing is then introduced, acting on all modes in a chosen

range of wavenumbers (e.g., κ1 ≤ |κ| < κ2), until the system

reaches statistical equilibrium. It appears that the 2D pertur-

bations have several effects on the energy spectrum and the

componentality of the RST.

The introduction of 2D forcing gives rise to local inverse

transfer of energy, essentially hindering the forward nature of

the 3D cascade, however without changing the −5/3 scaling

in the inertial range. This also leads to another equilibrium

state, where the energy of the modes past the 2D forcing range

is higher than in the HIT flow. As the energy dissipation is

given by 2νκ2Ê(κ), the dissipation is higher and the system

finds another statistical stationary state.

The study of the componentality of the RST spectrum in

Fig. 1 also seems to indicate that the back-propagation of

anisotropy is stopped at the inertial range, whereas 2D com-

ponental states past the 2D forcing range do not vanish, i.e.,

Ê2D(κ) does not go to zero with κ → κmax. While our setup

only allows for a narrow inertial range (N = 512, Reλ ≈ 190),

which goes in the direction of non-vanishing anisotropy at

small scales [4, 5]. This is better depicted in Fig. 2, where the

ratio Ê2D/Ê decays with increasing wavenumber, but does

not reach zero.

In the second case, the initial condition is built from re-

peated slices of developed 2D HIT and a small perturbation

in the third direction. The system then relaxes towards 3D

HIT. We focus here on the study of the effect of the pressure

on the ”return-to-(3D)-isotropy”. It is well known that the

Figure 2: Ratio Ê2D/Ê

pressure-rate-of-strain tensor Πij is responsible for the redis-

tribution of energy among the RST diagonal components [6].

It is not feasible to directly compute the spectral contribu-

tions in a similar fashion to RST, Eq. (5), because it is a

convolution in spectral space (though an expression for the

pressure spectrum can be obtained using a quasi-normal ap-

proximation [7]). Nevertheless, the pressure acts in spectral

space through the projection tensor. By projecting the con-

vection term to the divergence-free plane, it changes its energy

content and distribution between the different directions, thus

affecting the componentality of the RST. We then aim to make

use of the isotropic decomposition to assess the spectral effect

of pressure during the return-to-isotropy.

CONCLUSION

We introduce an isotropic decomposition of the Reynolds

stress tensor spectrum, aiming to study the interactions be-

tween 3D and 2D componental states present in anisotropic

homogeneous turbulence. We show that introducing 2D per-

turbations in a range of wavenumbers changes the equilibrium

of the system in the dissipation range. The perturbations

do not back-propagate through the inertial range, but do not

vanish at small scales past the perturbation range.

Furthermore, we aim to assess the effect of pressure in spec-

tral space on the componentality of the Reynolds stress tensor.

To that end, we aim to apply the isotropic decomposition to

study a case of ”return-to-isotropy” from initial 2D HIT.
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INTRODUCTION

Curved pipes are ubiquitous in several biological systems

and industrial applications. The two governing parameters for

the flow in a curved pipe are the curvature δ, defined as the

ratio between the radius of the cross-section of the pipe Rp and

the radius of curvature of the bend Rc, and the bulk Reynolds

number Reb, based on the bulk velocity Ub, the diameter D

and the kinematic viscosity ν.

Flows in curved pipes exhibit a secondary motion of

Prandtl’s first kind, present in both laminar and turbulent

regimes, which increases the cross-plane mixing and heat

transfer. Dean [1] derived an analytical solution for the fully

developed laminar flow in toroidal pipes in the limit of low

curvatures, showing that the secondary motion consists of two

symmetric, counter-rotating vortices. Nevertheless, instanta-

neous asymmetry of the secondary flow has been observed

by several authors in the turbulent regime [2, 3, 4]. This

behaviour leads to a phenomenon referred to as swirl switch-

ing, defined by Brücker [2] as the quasi-periodic rotation of

the plane of symmetry of the vortices around the geometric

plane of symmetry of the bend. Swirl switching has detri-

mental effects on curved pipes since it brings about vibrations

in the structure, leading, for example, to mechanical fatigue.

Therefore, many efforts have been devoted by the scientific

community to understand the origin of this phenomenon to

mitigate it. Several causes have been suggested, including

flow separation [3] and very large-scale structures arising in

the upstream straight section [5]. However, since swirl switch-

ing also occurs in toroidal pipes [4], it has to be related to the

effect of the curvature.

Despite many attempts, the origin of the swirl switching

remains an unanswered question. In the current study, high-

fidelity numerical simulations of the flow through spatially

developing bent pipes are performed to understand the role

of both the extent of the bend and the upstream turbulence

on the phenomenon.

NUMERICAL FRAMEWORK

Direct numerical simulations (DNS) of the incompress-

ible flow of a viscous, Newtonian fluid through both a 90°-

and 180°-bend pipe are performed by numerically integrat-

ing the Navier–Stokes equations using the spectral element

code Nek5000 [6]. To finely resolve each region of the do-

main without prohibitively increasing the computational cost,

𝑥

𝑧

𝑠

𝑅𝑐

𝑅𝑝

𝜃

𝑦′

𝑝
I O

𝑥

𝑧

𝑠

𝑅𝑐

𝑅𝑝

𝜃

Figure 1: Sketch of the (left) 90°- and (right) 180°-bend pipe.

The Cartesian reference system {x, y, z} and the one used in

the post-processing stage {s, p, y′} are also displayed. The

axis y′ corresponds to the y-axis of the Cartesian coordinate

system translated in the centre of the cross-section.

an adaptive mesh refinement (AMR) technique based on the

spectral error indicator (SEI) is employed in the simulations.

For both bends, the curvature δ is equal to 1/3. This value

is chosen since it is representative of sharper bends as well.

Sketches of the two pipes considered in the study are shown

in Figure 1, together with the adopted reference systems.

To understand the effect of the bending angle and upstream

turbulence on the swirl switching, three distinct simulation

setups are considered: 90°- (DNS-90T) and 180°-bend (DNS-

180T) pipe flows with a turbulent inflow generated through the

divergence-free synthetic eddy method (DFSyEM) proposed

by Poletto [7], and the flow through a 180°-bend (DNS-180L)

with a Hagen–Poiseuille (parabolic) velocity profile as inflow

condition. No-slip and no-penetration conditions are imposed

on the pipe walls, whereas a stress-free boundary condition is

prescribed at the outlet of the domain.

RESULTS

The effect of both bending angle and inflow conditions on

the swirl switching is studied by extracting spatially coherent

structures. This is accomplished by applying proper orthog-

onal decomposition (POD) to the three-dimensional velocity

fields obtained from DNS. For both DNS-90T and DNS-180T,

the most energetic pair of modes represents an antisymmet-

ric travelling structure, as shown in Figure 2. These modes

break the symmetry of the flow with respect to the equatorial

plane and thus are responsible for the swirl switching. The
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Figure 2: Isosurfaces of the velocity component normal to the

equatorial plane (uy) of POD mode 1 for (top) 90°-bend and

(bottom) 180°-bend, both with turbulent inflow. Red surfaces

indicate positive values, whereas blue surfaces represent neg-

ative ones. The black arrow indicates the flow direction.

flow reconstruction given by these modes and the mean field

(POD mode 0) highlights, in fact, the oscillation of the vor-

tices in the cross-section, similar to the behaviour described

by Brücker [2]. It is then clear that the swirl switching oc-

curs irrespective of the length of the bent section, although

the bending angle affects its characteristics, e.g. the frequency

of the dominant modes.

On the other hand, for a laminar inflow, the two most en-

ergetic modes are symmetric with respect to the equatorial

plane, and they do not contribute to the swirl switching. Their

spatial structure, shown in Figure 3, resembles the unstable

eigenmode related to the supercritical Hopf bifurcation occur-

ring at lower Reynolds number [8]. It is then argued that these

modes are the footprints of such an instability mechanism. For

DNS-180L, modes 17 and 18 represent the most energetic an-

tisymmetric modes (see Figure 4) and account for the swirl

switching. These findings highlight that the phenomenon is

not primarily caused by large-scale structures originating in

the straight section upstream of the bend. It is instead related

to the curvature itself, as proposed by Noorani & Schlatter [4].

Time-averaged statistical quantities are computed from two

sets of velocity fields reconstructed using only symmetric or

antisymmetric POD modes. In the antisymmetric set, which

is strictly linked to the swirl switching, the production of tur-

bulent kinetic energy is substantial in the same regions where

a large shear of the mean streamwise velocity component is de-

tected. Based on the observation that symmetric POD modes

are remnants of previous instabilities, it is argued that the

antisymmetric modes responsible for the swirl switching arise

because of a shear layer instability that breaks the symmetry

of the flow and is part of the bifurcation cascade leading to the

turbulent state. Verifying this hypothesis requires accurately

tracking the transition process and investigating the stability

properties of periodic and quasi-periodic flows.
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[2]Brücker, C. : A time-recording DPIV-study of the swirl switching

effect in a 90° bend flow, Proc. of 8th International Symposium

on Flow Visualization, September 1-4, Sorrento, Italy, (1998).

[3]Tunstall, M.J. and Harvey, J.K. : On the effect of a sharp bend

Figure 3: Isosurfaces of the streamwise velocity component

(us) of (top) POD mode 1 and (bottom) POD mode 2 for

180°-bend with laminar inflow. Red surfaces indicate positive

values, whereas blue surfaces represent negative ones. The

black arrow indicates the flow direction.

Figure 4: Isosurfaces of the velocity component normal to the

equatorial plane (uy) of (top) POD mode 17 and (bottom)

POD mode 18 for 180°-bend with laminar inflow. Red sur-

faces indicate positive values, whereas blue surfaces represent

negative ones. The black arrow indicates the flow direction.

in a fully developed turbulent pipe-flow, J. Fluid Mech., 34 (3),

595–608 (1968).

[4]Noorani, A. and Schlatter, P. : Swirl-switching phenomenon in

turbulent flow through toroidal pipes, Int. J. Heat Fluid Flow,

61, 108–116 (2016).

[5]Sakakibara, J. and Machida, N. : Measurement of turbulent flow

upstream and downstream of a circular pipe bend, Phys. Fluids,

24 (4), 041702 (2012).

[6]Fischer, P.F., Lottes, J.W. and Kerkemeier, S.G. : Nek5000 web

page, https://nek5000.mcs.anl.gov (accessed: 13 December 2023)

[7]Poletto, R. : Divergence free development of the synthetic eddy

method in order to improve synthetic turbulence for embedded

LES simulations, PhD thesis (2015).

[8]Massaro, D., Lupi, V., Peplinski, A. and Schlatter, P. : Global

stability of 180◦-bend pipe flow with mesh adaptivity, Phys. Rev.

Fluids, 8 (11), 113903 (2023).

DLES14 - Book of Abstracts 99



 

 

 

 

 

 

SESSION: Aerodynamics/Aeroacoustics I 

 

Wednesday, April 10, 2024 

16:20- 17:35 

DLES14 - Book of Abstracts 100



WORKSHOP

Direct and Large-Eddy Simulation 14

April 10-12 2024, Erlangen, Germany

NUMERICAL INVESTIGATION OF A TANDEM WING CONFIGURATION IN

TRANSONIC FLOW REGIME

Marcel Blind1

Yannik Feldner1

Andrea Beck1

1Institute of Aerodynamics and Gas Dynamics
University of Stuttgart, Germany

blind@iag.uni-stuttgart.de

The simulation of unsteady, turbulent multiscale flows is an

ongoing and challenging research topic. High-order methods

are well suited for the simulation of such flows due to their

low dispersion and dissipation errors. The open-source simu-

lation framework FLEXI
1
is under active development in the

Numerics Research Group at the IAG and in recent years has

heavily been tuned towards large eddy simulation (LES).

One example of such unsteady and complex flows is the

intricate interaction between two airfoils. In the framework of

the DFG FOR 2895, a generic tandem wing configuration is

introduced consisting of an OAT15A airfoil as the main wing

and a NACA 64A-110 as the horizontal tail plane (HTP). A

schematic of the tandem configuration is given in Fig. 1.

Interface
OAT15A

NACA 64A-110

Figure 1: Overview of the tandem configuration consisting of

two airfoils.

In the transonic flow regime, a shock forms on the main

wing that exhibits an oscillatory movement, which is also re-

ferred to as buffet. The buffet induced effects on the boundary

layer of the main wing propagate via the turbulent wake to the

downstream HTP and interact there with the boundary layer.

The buffet phenomenon has plenteous explanations. One of

which is that the shock’s oscillations cause an acoustic feed-

back loop that triggers the shock movement [6, 7, 9].

The interaction between the wing wake and the HTP un-

der high-speed stall conditions has yet not been given much

attention in the research community, neither experimentally

nor numerically. Previous studies on different aircraft models

observed buffet induced pressure fluctuations, and separations

in the HTP area, yet the interaction between the wake and

HTP boundary layer remains largely unexplored as those stud-

ies mainly relied on Reynolds-averaged Navier–Stokes (RANS)

methods in the boundary layer region.

Fundamental experiments in controlled conditions have ex-

plored the influence of free stream turbulence on turbulent

1https://github.com/flexi-framework/flexi

boundary layers, highlighting how large-scale disturbances af-

fect boundary layer components, while smaller-scale compo-

nents remain relatively unchanged [5].

To obtain insights into the physical effects that occur under

such an interaction, a high-fidelity simulation of the tandem

wing configuration is performed. Recently, Kleinert et al. [8]

conducted a detached eddy simulation (DES) of the tandem

wing setup, utilizing a RANS approach in the boundary layer

that does not resolve the small-scale turbulence. Now, the

unsteady wake data resulting from this simulation is used to

perform an LES solely on the HTP using the discontinuous

Galerkin framework FLEXI [1].

To achieve this, an interface is established to transfer the

instantaneous wake data from the DES (TAU) to the FLEXI

domain [2]. The zonal domain then only resolves the NACA

64A-110 airfoil, which has been previously studied both exper-

imentally and numerically by Blind et al. [3]. The transfer of

data is conducted using an interpolation method in both space

and time, ensuring adequate spatial resolution at the FLEXI

inflow to capture all turbulent structures from the TAU wake

region. A detailed analysis of the interpolation process and

associated errors can be found in Blind et al. [2].

The efficient computation of this simulation setup relies on

creating optimized meshes. A method proposed by Blind et

al. [4] involves using a deterministic residual determination al-

gorithm for high-order methods to generate a multi-zone mesh.

Each zone in this mesh has a distinct number of elements in

Figure 2: Instantaneous snapshot of the flow field.
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the spanwise direction, interconnected via 2-to-1-interfaces to

save elements while utilizing the unstructured capabilities of

the FLEXI framework. By using 2-to-1-interfaces near the

airfoil, the mesh design benefits from reduced resolution re-

quirements in the wall-normal direction.

Using the previously introduced simulation setup, the im-

pact of an OAT15A wake on the NACA 64A-110 HTP bound-

ary layer can be analyzed. It is investigated whether scale-

resolving wall-modeled large eddy simulations (WMLES) re-

veal a significant influence of the turbulent wake on the tur-

bulent boundary layer of the NACA 64A-110 HTP airfoil. It

could be shown that the wake leads to an increase in boundary

layer thickness and drag while causing a decrease in lift. Large

turbulent structures exhibit intense interaction with the air-

foil, whereas smaller structures were prone to damping when

interacting with the boundary layer. Furthermore, it is dis-

cussed if scale-resolving simulations enable a detailed investi-

gation of physical effects in the boundary layer and evaluation

of boundary layer properties that could not be studied using

the precursor RANS simulation. Additionally, the admissibil-

ity of WMLES for strong wake-boundary layer interaction is

investigated. In the study an equilibrium wall model based

on Spalding’s law of the wall is employed. The simulation re-

sults highlight that this wall model yields satisfactory results

even for large wake structures interacting with the boundary

layer on the HTP. Using WMLES for such problems thus is a

reasonable choice, allowing for high-fidelity simulation while

significantly reducing overall computational costs.
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INTRODUCTION

In the transonic regime, the flow around supercritical air-

foils is characterized by a supersonic region that is terminated

by a shock wave. At certain combinations of freestream Mach

number and angle of attack, the shock wave is subject to

self-sustained oscillations at low frequencies on the order of

Sr ∼ O(10
−2

) − O(10
−1

) where the non-dimensional fre-

quency is given by the Strouhal number Sr =
fc
u∞

. The impact

of the buffet phenomenon on flight safety is severe. The alter-

nating aerodynamic loads evoke a dynamical response of the

wing structure commonly referred to as buffeting which can

compromise its integrity and overall lifetime.

Although the phenomenon has been investigated for

decades a comprehensive understanding of the underlying

physical mechanisms of the self-sustained nature of the shock

oscillation is still subject to ongoing scientific analyses. An

often discussed model was introduced by Lee [1] and later

modified by Hartmann et al. [2] proposing a closed feedback

loop between the shock wave position, the vortices emerg-

ing from the shock wave/boundary layer interaction and the

acoustic waves emerging from the trailing edge when these

vortices pass over it. Therefore, the trailing edge flow and the

resulting acoustics are of central interest for the thorough un-

derstanding of the phenomenon. In shear flows the dominant

acoustic source term is the perturbed Lamb vector [3] given

by

L
′
= (ω × u)

′
. (1)

Since buffet and trailing edge pressure fluctuations are closely

linked, the dynamical behavior of the Lamb vector is of par-

ticular interest in establishing a more thorough understanding

of the physical principles underlying the buffet phenomenon.

Therefore, in this work the influence of pressure perturbations

onto the buffet phenomenon, and in particular the correspond-

ing trailing edge flow with the resulting acoustic source term,

i.e., the Lamb vector, are investigated with respect to the

shock dynamics.

NUMERICAL SETUP

In this work highly resolved large-eddy simulations of the

buffet phenomenon on the OAT15A airfoil are performed

at an angle of attack α = 3.5◦, freestream Mach number

Ma = 0.73, and chord-based Reynolds numbers Rec in the

range of 750 000 − 3 000 000. The simulations are performed

using the hierarchical Cartesian solver of the simulation frame-

work multiphysiscs - Aerodynamics Institute Aachen (m-AIA)

Figure 1: a) Instantaneous density contours of the buffet flow.

solving the compressible Navier-Stokes equations by means of

finite volume method.

DYNAMIC MODE DECOMPOSITION

To analyze the flow structures the dynamic mode decom-

position (DMD) is used. It is a data driven technique that

allows the decomposition of the data field q(x, t) into a series

representation of spatio-temporal modes φn characterized by

a complex frequency λn, and the amplitude an [4]. The re-

sulting series representation of the data field reads

q(x, t) =

∑

n

ane
λnt

φn(x). (2)

It corresponds to the projection of the flow field dynamics

onto a linear system. Due to its ability to extract dynamic

features at distinct frequencies from the flow field DMD is a

well-established tool in investigating the buffet phenomenon

[5]. A DMD performed on N snapshots results in a series

representation of N − 1 modes given in complex pairs. Cap-

turing low frequency phenomena like the buffet phenomenon

while maintaining high frequency resolution results in a vast

number of modes the individual assessment of which can be

tedious. Therefore, the sparsity-promoting DMD (SP-DMD)

algorithm by Jovanović [6] is used to isolate the dominating

dynamics from the turbulent flow field while maintaining the

number of resulting modes at a manageable level.

PRELIMINARY RESULTS

A first impression of the investigated flow features is given

by the density contours shown in figure 1. The shock wave
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Figure 2: SP-DMD mode of the streamwise velocity compo-

nent at the buffet frequency of Sr = 0.072
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Figure 3: Frequency spectrum of the surface pressure signal

at the mean shock position

and the resulting flow separation downstream of the shock

are clearly visible. The dynamical coupling of these two flow

features is illustrated in figure 2 by the first dominant mode

extracted from the streamwise velocity field using SP-DMD.

The frequency spectrum of the surface pressure signal at the

mean shock position is given in figure 3. The peak found at

Sr = 0.072 is in perfect agreement with the results from the

SP-DMD. In figure 4 contours of the pressure fluctuations in

the wall-bounded flow around the OAT15A are given. The

oscillation of the shock wave and the trailing edge flow are

identified as the main drivers of the pressure fluctuations. To

understand the buffet phenomenon the communication path

between the trailing edge flow and the shock wave is of ma-

jor interest. It is obvious that there is a region of increased

pressure fluctuations between the shock wave and the trailing

edge that lies slightly off the airfoil surface and thus coin-

cides with the temporarily separated region. This region of

increased pressure fluctuations represents a potential path for

the trailing edge acoustics to reach the shock wave and close

the feedback loop proposed by Lee [1]. A detailed analysis of

the propagation of trailing edge pressure fluctuations in the

region between the shock wave and the trailing edge will be

given in the conference contribution.
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ABSTRACT

The present study explores the flow features of incompress-

ible flow over an unswept airfoil in a high-lift configuration

as it transitions to turbulence. With a fixed angle of attack

α = 4.0◦, three low chordwise Reynolds numbers are consid-

ered: Rec = U∞c/ν = 0.832×10
4
, 1.270×10

4
and 1.830×10

4
,

where U∞ represents the freestream velocity, c the stowed

chord length of the multi-element (slat, main and flap) 30P30N

airfoil, and ν the kinematic viscosity. A series of well-resolved

three-dimensional direct numerical simulations are calculated

via a high-order spectral element method. The study discusses

the evolution of flow motions above the main element of the

airfoil associated with increases in Rec. Pairs of longitudinal

counter-rotating vortices observed in the Rec = 0.832 × 10
4

case start to coexist with spanwise vortices at the initial stage

of transition in the Rec = 1.270 × 10
4
case. As Rec reaches

1.830 × 10
4
, this phenomenon is no longer perceptible, in-

dicating a major shift of dominating instability mechanisms.

In the meantime, the shear-layer reattachment location shifts

significantly upstream as Rec increases from 0.832 × 10
4
to

1.270×10
4
. For Rec = 1.830×10

4
, the flow remains attached

to the surface till it reaches the flap element. The present

work investigates the flow dynamics, and aims to address the

fundamental instability mechanisms that govern the transition

route in three Rec cases. Analysis incorporates both evolution

of instantaneous coherent structures and mean flow statistics.

FLOW CONFIGURATION

Figure 1 shows the numerical setup of the computa-

tional domain along with the instantaneous spanwise vorticity,

ωzc/U∞, for Rec = 1.830× 10
4
. Spanwise vorticity is written

ωz = ∂v/∂x − ∂u/∂y, where x and y denote streamwise and

wall-normal directions, and u and v are the corresponding in-

stantaneous velocity components. The computational domain

has a size of x × y × z = 9c × 5c × 0.2c with z denoting the

spanwise direction. A total of 332,050 elements is employed,

yielding approximately 1.14 × 10
8

degrees of freedom using

N=8 points in each direction within each element. The origin

of the coordinate system is placed at the slat leading edge for

α = 0
◦
flow. Inflow boundary conditions are imposed as shown

in red in Fig. 1 by prescribing a uniform velocity (u, v, w) =

(U∞cosα, U∞sinα, 0) where w signifies instantaneous veloc-

ity component in the z−direction and α = 4.0◦. A convective

boundary-condition is applied at the two outflow boundaries,

shown in blue in Fig. 1. No-slip conditions are imposed on

the airfoil surface. The flow is assumed to be periodic in the

z−direction. In the present work, no artificial disturbances are

introduced. The flow, therefore, transitions to turbulence nat-

urally from the instability of infinitesimal perturbations due

to round-off or truncation errors.

GOVERNING EQUATIONS

The equations of conservation of mass and momentum for

incompressible flow of a Newtonian fluid are:

∂ui

∂xi

= 0, (1)

∂ui

∂t
+

∂

∂xj

uiuj = −
1

ρ

∂p

∂xi

+ ν∇2ui. (2)

The indices i and j on the velocity components u() refer to

the spatial dimensions within the Einstein summation nota-

tion. ρ, ν and p denote fluid density, kinematic viscosity and

hydrodynamic pressure respectively. Eqns. (1) and (2) are

solved using NEK5000 [2], an open-source code based on a

high-order spectral element method [4] which features highly

scalable algorithms. 7
th−order polynomials are used for spa-

tial discretisation along with a 3
rd−order temporal scheme.

RESULTS

Figure 2 presents instantaneous vortical structures visual-

ized as isosurfaces of the λ2 criterion [3], providing insight

into the flow evolution in the three Rec cases considered. The

flow structures are coloured by the magnitude of the stream-

wise velocity, u/U∞. Different values of the λ2 are used to

highlight the flow features in different regions.

Figure 2(a)(left) reveals the appearance of longitudinal

counter-rotating vortices shortly downstream of the main-

element leading edge in the Rec = 0.832 × 10
4
case. These

coherent structures were also observed in Wang et al [5],

conjectured to be Görtler vortices due to centrifugal instabil-

ity. As flow separates, a Kelvin-Helmholtz (K-H) instability

takes over and leads to the formation of quasi two-dimensional

(2D) rollers. Roll-up vortices propagate downstream, appear-

ing to interact with wake vortices. An increase in Rec to

Rec = 1.270 × 10
4
promotes the onset of quasi-2D vortices,

and yields finer-scale structures in the wake region [see Fig.

2(b) (right)]. Longitudinal vortices now appear on top of span-

wise vortices as they evolve downstream and break down into

more complex structures. With a further increase in Re to
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Rec = 1.830 × 10
4
, the flow presents turbulent-like motions

with a random distribution of hairpin vortices downstream of

the slat trailing edge, as shown in Fig. 2(c).

The separation region over the main element reduces in size

as Rec increases. The shear layer, however, separates again as

flow proceeds beyond the main element in all Rec cases and

does not reattach to the flap surface. The overall improvement

of aerodynamic performance is observed with increasing Rec

and a corresponding reduced width of the wake region; lift

and drag coefficients will be analyzed in the full paper. The

impact of Rec on the pressure coefficient distribution is most

pronounced above the main element. One salient feature of a

boundary-layer separation is its quasi constant-pressure region

[1]. Absence of a reattachment to the surface is reflected by

a constant-pressure region that extends to the trailing edge

whereas transition in the separated shear layer is indicated by

a slight rise in pressure beyond the constant-pressure region

[6]. A detailed discussion of these features will be given in the

full paper through analysis of the skin-friction coefficient and

pressure-coefficient profiles.
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Figure 1: Sketch of the computational domain used for the

calculations with instantaneous spanwise vorticity, ωzc/U∞,

for Rec = 1.830 × 10
4
imposed on top. U∞ and c stand for

the freestream velocity and stowed chord length of the multi-

element 30P30N airfoil, respectively. α denotes the angle of

attack.

Figure 2: Iso-surfaces of the λ2 (the middle eigenvalue of

the strain-rate tensor), coloured by the magnitude of stream-

wise velocity, u/U∞, for the three-dimensional α = 4.0◦ flow

past a 30P30N airfoil of 0.2c span at (a) Rec = 0.832 × 10
4

at tU∞/c = 10.80 (t denotes time); (Left): λ2 = −10.0,

(Right): λ2 = −50.0; (b) Rec = 1.270 × 10
4

at tU∞/c =

23.70; (Left): λ2 = −50.0, (Right): λ2 = −100.0; and (c)

Rec = 1.830 × 10
4
at tU∞/c = 23.88; (Left): λ2 = −100.0,

(Right): λ2 = −150.0.
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INTRODUCTION

The rapid advancement of micro-air vehicle (MAV) tech-

nology has garnered significant attention within the field of

aerodynamics. As these small-scale aircraft find increasingly

relevant applications in diverse sectors such as surveillance,

environmental monitoring, and search-and-rescue missions,

there is a growing need to deepen our comprehension of the

flow physics involved in their flight. Notably, MAVs often

operate at low speeds and low altitudes in the atmospheric

boundary layer, exposing them to potentially intense turbu-

lence conditions. Besides, in contrast to the typical conditions

encountered by more conventional aircraft, the characteristic

spatial and temporal scales of environmental flow perturba-

tions can be closely comparable to those of these small aircraft.

As a result, our current understanding of how atmospheric tur-

bulence influences the aerodynamic performance of MAVs or

similar devices remains incomplete.

Motivated by an interest in bio-inspired MAVs, here we

present a high-fidelity, direct numerical simulation (DNS)

framework tailored for investigating the aerodynamic inter-

actions between a flapping wing and a turbulent free stream

at low to moderate Reynolds numbers (fig. 1). We begin

with a benchmark analysis on the generation of free-stream

turbulence having well defined and controllable properties,

comparing the flows obtained with two distinct approaches.

Then, we delve into the characterization of a flapping wing

subjected to fluctuations with high turbulence intensity and

integral length-scale comparable to the chord, in order to re-

veal significant variations in the aerodynamic response with

respect to the case of an unperturbed free stream.

METHODOLOGY

We consider the Navier-Stokes equations for an incompress-

ible flow and Newtonian fluid,

∇ · u = 0, (1)

∂u

∂t
+ (u · ∇)u = −

1

ρ
∇p+ ν∇2u+ f st + f ibm. (2)

Here, u is the velocity, p the pressure, ρ the density and ν the

kinematic viscosity. We include two external forcing terms:

f st introduces synthetic turbulent fluctuations [1] and f ibm

models the presence of solid bodies immersed in the flow [2].

Two approaches are considered for the generation of the free-

stream turbulent fluctuations. The first approach is using a

synthetic turbulence (ST) inflow generator based on digital

filters [3]. Specifically, the flow is forced by means of the source

term f st active in a relatively narrow region of influence [1].

This region of influence is located shortly after the inlet of

the computational domain and centered around x = 0, see

fig. 2 (top), so that the generated fluctuations are advected

downstream by the mean flow. The fluctuations generated

using this method are determined by the (input) turbulence

intensity TI 0 and the (input) integral length-scale Λ0, two

parameters that are explicitly set in the algorithm.

The second approach consists of generating grid-induced

turbulence (GT) by placing a solid passive grid (also centered

at x = 0), as usually done in wind-tunnel experiments. For

this method, the geometry of the grid implicitly determines

the properties of the generated fluctuations. To achieve sat-

isfactory flow properties (i.e., turbulence intensity, statistical

homogeneity and isotropy), we choose the SSQ43 geometrical

configuration of Djenidi et al. [4], corresponding to a mono-

plane grid made of rods with square cross-section of side d,

evenly spaced by a distance M = 4d, see fig. 2 (bottom).

We investigate the impact of turbulence on a symmetrically

flapping wing in an efficient thrust-producing configuration,

which has been previously characterized in the case of an un-

perturbed free stream [5]. The wing undergoes a sinusoidal

heaving and pitching motion. It is made of a NACA 0012 air-

Figure 1: Snapshots from DNSs of a flapping wing in ST

(top) and GT (bottom). Vortical structures are identified as

Q-isosurfaces at Qc2/U2
∞

= 10, coloured by the spanwise vor-

ticity (from negative in blue to positive in red).
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Figure 2: Sketches of the computational domain and boundary

conditions, for ST (top) and GT (bottom) approach.
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Figure 3: Large-scale properties of the turbulent flow gener-

ated in the ST case (blue circles) and GT case (red triangles):

(a) turbulence intensity; (b) large-scale anisotropy.

foil and has an infinite aspect span to exclude tip effects. The

Reynolds number based on the wing chord c is chosen to be

Rec = U∞c/ν = 1000. For the sake of generality, we intro-

duce a reference length-scale L that, in the present study, is

set equal to the wing chord. Note that the spacing M in GT

is also chosen equal to c, therefore having L ≡ c ≡ M .

Equations (1) and (2) are solved numerically using TU-

CAN, an extensively validated, parallel in-house solver, based

on a fractional-step method on a staggered Cartesian grid [6].

We use centered (second-order) finite differences for the spatial

discretization and a semi-implicit three-stage Runge-Kutta

scheme for the time integration. The extent of the chosen

computational domain, along with the prescribed boundary

conditions, is illustrated in fig. 2. The domain is discretized

using a uniform spatial resolution with two different grid spac-

ings ∆ deduced after a grid refinement study: (i) when com-

paratively analyzing the ST and GT approach (without the

wing), we use ∆/L ≈ 0.02; (ii) when assessing the interaction

between the flapping wing and the turbulent free stream, we

refine the grid spacing to ∆/L ≈ 0.01.

RESULTS AND DISCUSSION

Comparison between ST and GT generation

After preliminary testing with the ST approach, we select

a combination of the input parameters (Λ0 = 0.15L,TI 0 =

35%) such that the resulting flow has similar characteristics

to that of the GT case.

Figure 3 shows the streamwise evolution of (a) the tur-

bulence intensity TI and (b) the large-scale anisotropy R

(defined as the ratio between the transverse and longitudinal

velocity fluctuations). To properly compare the results, we

account for the different length that the turbulent flow needs

for full development (see inset of fig. 3a). We quantify this
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Figure 4: Time histories of the thrust coefficient over one

flapping cycle: (a) ST case with ΛLE ≈ 0.6c; (b) GT case

with ΛLE ≈ 0.25c. For both cases, TILE ≈ 20%. Boxes and

whiskers indicate the fluctuations while the solid line indicates

the average along the spanwise direction. The solution in the

unperturbed case (i.e., TILE = 0) is indicated by the magenta

dotted curve.

development length with a virtual origin x0, that we obtain

by fitting the data with respect to a power-lay decay. Once we

account for this difference, the turbulence intensity TI evolves

very similarly along the streamwise direction for the two cases

(fig. 3a). On the other hand, we notice differences for the

anisotropy R (fig. 3b): while the ST case achieves an almost

perfect isotropy (i.e., R = 1), a remarkably higher degree of

anisotropy is found for the GT case. Subsequently, we extend

this analysis to the evolution of the characteristic length-scales

and spectral energy distribution (not shown).

Wing-turbulence aerodynamic interactions

Figure 1 shows two representative cases where the flapping

wing is immersed in a free stream generated with ST (top)

or GT (bottom). For both cases, the turbulence intensity at

the wing’s leading edge (LE) is around 20%. In ST, however,

we set Λ0 = 0.5c to have an integral length-scale at the LE,

ΛLE ≈ 0.6c. In GT, ΛLE ≈ 0.25c. Qualitatively, it appears

that the characteristic vortex pattern behind the flapping wing

is much more affected in the ST case, where ΛLE is approx-

imately double compared to the GT case. We can quantify

this effect in terms of the instantaneous thrust coefficient, re-

ported in fig. 4: for larger ΛLE, the spanwise fluctuations of

the generated force are remarkably higher, along with a clearer

departure of the spanwise average from the unperturbed case.

In this presentation, we will further deepen into what is the

influence that free-stream turbulence (GT and ST) has on the

aerodynamic performance of the case presented herein.
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INTRODUCTION

Aerodynamics studies on wings in subsonic conditions have

a long history, dating back to the 19th century, but research

in the field is still active. Possible applications are the design

of more efficient aircraft and the production of wind energy.

In the wind energy field, wind turbines operate over a wide

range of flow conditions given that close to the ground winds

are characterized by a high variability. In the design phase,

a nominal operational range is determined, where optimum

performance is achieved by a wind turbine. Outside this range,

and for example for low wind speeds, the energy harvesting

performance drops significantly. For this reason, an increasing

effort is being spent, aiming at ensuring energy production

during periods of low wind speeds.

In wind turbine design, an undesired aerodynamic effect

is uncontrolled flow separation on the rotor blades [1]. Flow

separation occurs on the airfoil geometries used for wind tur-

bine blades when the boundary layer on the suction side is

subjected to long and strong adverse pressure gradients, and

separate before the trailing edge. Flows about wings are prone

to separation at low-speeds and high angles of attack.

Airfoils operating in the low Reynolds number regime, i.e.

at chord Reynolds number below 500 000, typically suffer from

the presence of a laminar separation bubble [2, 3], very close

to the leading edge. After laminar separation, reattachment

occurs in turbulent flow conditions. Depending on the angle of

attack of the unperturbed flow, a subsequent, final separation

may also occur. The onset of turbulence in the boundary layer

significantly affect conditions of a possible, final separation [4].

A useful categorization of different types of flow separation on

airfoils is given by Gault [5].

Although high-fidelity numerical methods (DNS) are im-

practical for modelling complex systems such as a wind tur-

bine, they represent a fundamental research tool to investigate

the main physical phenomena occurring in the air flow on tur-

bine blades. Up to the present time the only DNS solutions

available in the literature deal with flow separation at the wing

leading edge [6, 7] or with attached turbulent boundary layer

on wing sections with low angle of attack [8].

In this work we investigate the flow about a wing section

at a low Reynolds number (Re = 66000) and for an angle of

attack (α = 15 deg) which involves transition before a second,

final separation. The geometry selected corresponds to the

NACA 4412 airfoil. The above conditions, beside the presence

of a separation bubble close to the leading-edge, give place to

a turbulent, final separation on the suction side, at xS ≈ 0.7c.

Figure 1: Scheme of the computational domain. Red lines

indicate inflow conditions and blue lines indicate outflow con-

ditions. Yellow dashed line denotes the location of the plane

where free-stream turbulence is generated.

NUMERICAL METHODOLOGY

The direct numerical simulation of the turbulent flow about

the NACA 4412 wing section has been performed with the

code Nek5000.
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Figure 2: Streamlines of the mean velocity field.

The Reynolds number based on the chord length, c, and

the free-stream velocity is Re = 66000. Figure 1 shows the

outline of the C-type grid used for the simulation.

Dirichlet boundary conditions for velocity are imposed at

the left and bottom boundaries to have an incoming flow at

angle of attack, α = 15 deg. A stabilized outflow condition is



used at the right and top boundaries, and periodic conditions

are applied in the spanwise direction. In order to generate

inflow turbulence, velocity fluctuations are induced on a plane

placed 1c upstream of the leading edge of the wing and normal

to the free-stream velocity, see figure 1. The magnitude of the

source term is modulated to generate a turbulence intensity

of Ti = 5% at the wing leading edge.

RESULTS

At the angle of attack investigated, two laminar boundary

layers start to develop from the stagnation point on the lower

surface, see figure 2. One is directed downstream and keeps

laminar until the separation at the trailing edge. The other is

directed towards the leading edge and separates close to the

leading edge, under the action of the adverse pressure gradient

on the upper surface. The laminar shear layer that is formed

is highly unstable and becomes turbulent before reattaching.

From the instantaneous reattachment line, a turbulent bound-

ary layer evolves. This boundary layer finally separates at

some distance downstream, before reaching the trailing edge,

leading to the formation of a large recirculating region. Vor-

tices shed from the separated region and the trailing edge give

rise to a turbulent wake characterized by vortical structures

with smaller length scale with respect to that typical of bluff

bodies.

Two zones of recirculating fluid are identified in the mean

flow field. A small and thin separation bubble is located close

to the leading edge as a result of the laminar flow separa-

tion and reattachment. A second larger separation bubble

is formed starting from x = 0.68c, due to flow separation

in turbulent state. The most intense turbulent fluctuations

are observed along the shear layer of the laminar separation

bubble, where turbulence is triggered. The turbulent kinetic

energy decreases in the boundary layer downstream until its

final detachment. In the separated shear layer that is gener-

ated the turbulent fluctuations rise again under the action of

high mean shears. Large turbulence intensities are also found

in the shear layer developing from the trailing edge.

In figure 3, symbols indicate the starting and ending lo-

cations of the separated regions on the upper surface for the

different combinations of Ti and α tested. By increasing the

angle of attack, the laminar separation bubble originates at

shorter distances from the leading edge and the location of

turbulent separation significantly moves upstream along the

upper surface. On the other hand, by increasing the tur-

bulence intensity, the shear layer transition becomes more

abrupt, causing the flow to reattach more rapidly after the

laminar separation. In addition, the second separation is an-

ticipated, leading to the formation of a larger recirculating

region near the trailing edge.

CONCLUSIONS

The separated flow around a NACA 4412 wing section at

Re = 66000 and α = 15 deg is investigated by means of highly

accurate DNS. Velocity fluctuations are induced in the incom-

ing flow in order to trigger transition to turbulence. The main

flow statistics, such as aerodynamic coefficients, mean velocity

field, and turbulent kinetic energy, are examined to provide a

description of the flow topology and the dynamics of the sep-

arated flow regions. The result of the present research are

expected to be beneficial for the design of wind turbine blades

Figure 3: Mean positions of flow separation and reattachment

as a function of angle of attack and turbulence intensity re-

sulting from preliminary simulations.

and aircraft of increased aerodynamic efficiency.
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Helmut-Schmidt-Universität, Hamburg, Germany
denayer@hsu-hh.de, breuer@hsu-hh.de

INTRODUCTION

Structures with hyperbolic paraboloid shapes were intro-

duced in architecture by the lightweight pioneer Frei Otto [1]

and are now widely used as large-span roofs for public facilities

and eco-friendly buildings (Fig. 1). Immersed into the atmo-

spheric boundary layer these hypar roofs are subject to gusty

flows, which can lead to undesirable aerodynamic phenomena

and in the worst case to structural damage and failure. Due to

their specific shape the flow and the induced fluid forces highly

depend on the wind direction as experimentally observed in

[2]. The current paper presents a thorough LES investigation

on discrete wind gusts of variable lengths and strengths im-

pacting a hypar roof from three different wind directions. As

a first step towards coupled fluid-structure interaction simu-

lations, the roof is assumed to be rigid. The resulting flow

structures and fluid forces are examined in detail.

Railway station roof in Warsaw. Tent used as mobile roofing1.

Figure 1: Examples of hypar roof structures.

RIGID HYPAR CASE

The geometry of the hypar case is composed of a four-

corners roof with a square base of L×L = 6×6 m. The heights

of the lower (B and D in Fig. 2) and higher (A and C) corners

are h = 2 m and 2h = 4 m, respectively. The hyperbolic

paraboloid shape is symmetric with a shape parameter and

a height-to-span ratio SP = HS = h/(
√
2 L) ≈ 0.236. The

surface of the roof and the bottom ground wall, on which the

structure is fixed, are considered to be ideally smooth.

In order to model the wind, the structure is immersed into

a turbulent boundary layer characterized by a 1/7 power law.

The thickness of the approaching boundary layer δ at the inlet

of the computational domain is assumed to correspond to the

height of the higher mast. The undisturbed flow above the

boundary layer has a free-stream velocity of u∞ = 10 m/s

1http://tensinet.com/index.php/component/tensinet/?view=

project&id=4493
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Figure 2: Description of the hypar case for α = 45
◦
.

(i.e., 36 km/h). Under standard atmospheric conditions (ϑ =

20
◦
C), the Reynolds number based on the width of the roof

and u∞ is ReL ≈ 4 million. The Mach number remains low

(Ma ≤ 0.03), permitting the assumption of an incompressible

flow. Furthermore, the fluid is considered to be isothermal.

The main flow direction is defined by the angle α between

the wind direction and the straight line connecting the two low

corners of the roof (B and D). In other words, α = 0
◦
defines

the case, where the wind direction is aligned with the two low

corners. Contrarily, α = 90
◦
fixes the wind direction along

the two high corners (A and C). Presently, wind directions of

α = 0
◦
, 45

◦
and 90

◦
are taken into account.

In the current study the assumed short-term highly dy-

namic wind events are described as deterministic discrete gusts

using mathematical functions which represent its velocity over

time. This procedure offers the advantage to have full con-

trol on the shape, amplitude and position of the gust during

the injection phase and thus, on the impact on the structure.

Following the IEC Standard (2002), the form of the gusts cor-

responds to the Extreme Coherent Gust (ECG) shape also

known as 1-cosine gust. Three main parameters are used to

vary the appearance of the gust. The first is the gust strength

Ag . Since the gusts are injected in the same direction as the

main wind direction, it means that the streamwise velocity in

the region of the gust injection raises approximately according

to umax

1
/u∞ = 1 + Ag/u∞. In the present study gusts with

values of 0.5 ≤ Ag/u∞ ≤ 1.5 corresponding to gust strength

from near gale to storm are considered. The second main

parameter is the size of the gust which varies in the interval

0.5 ≤ Lg/L ≤ 1.5. The distance of the gust from the ground

z0
g
is the third main parameter of relevance for the structural

response. Here, it is varied between −1/6 ≤ z0
g
/L ≤ 1/3.
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COMPUTATIONAL FRAMEWORK AND SETUP

The turbulent flow is predicted by the large-eddy simu-

lation (LES) technique using the finite-volume fluid solver

FASTEST-3D [3]. The discretization is based on a curvilinear,

block-structured body-fitted grid with a collocated variable

arrangement. The filtered Navier-Stokes equations are solved

by a semi-implicit predictor-corrector scheme. This projection

method combined with standard discretization methods (mid-

point rule and blended central scheme, 3% upwind) leads to a

solver of second-order accuracy in time and space. A classical

subgrid-scale model is applied to take the non-resolvable small

scales into account, i.e., the standard Smagorinsky model with

Cs = 0.1 and Van-Driest damping near solid walls. The dis-

crete wind gusts are injected within the computational domain

by adding a source term to the momentum equation following

the technique introduced in [4].

Numerical predictions are carried out on a block-structured

grid of 180 millions CVs following the wall-resolved LES rec-

ommendations. The grid was originally generated for the 45
◦

case, since it was easier to obtain a high-quality grid for this

configuration. In order to generate the computational grids for

the two other wind directions, the roof structure is rotated by

an angle of ±45
◦
. The surrounding grid is then adapted using

a hybrid mesh adaption technique combining inverse distance

weighting and transfinite linear interpolation [5].

SOME FIRST RESULTS

Figure 3 depicts the key instantaneous flow characteristics

for the three wind directions for the case without a gust. Using

iso-surfaces of the dimensionless Q-criterion the different vor-

tical structures are visible: In the 0
◦
case, two conical vortices

develop along the lower side of the roof from the lower corner

at the front (B). No tip vortices are generated from both left

and right corners. For the 45
◦
configuration, the roof in the

vicinity of each corner acts like an inclined airfoil on the flow

and four tip vortices are formed. Astonishingly, these four tip

vortices all rotate in the same direction. It should also be

mentioned that both tip vortices induced at the front corners

(A and B) are straight and less disturbed compared to those

at the backside. The 90
◦
setup presents conical vortices from

the higher corner (A) at the front similar to the α = 0
◦
case,

but they develop on the upper side as visible in Fig. 3.

In civil engineering, the pressure distribution on the roof

and the resulting fluid forces are particularly relevant. Fig-

ure 4 compares the time histories of the streamwise (cx) and

vertical (cz) force coefficients for the three wind directions. In

the 45
◦
case, cx is nearly constant. It increases about 10%

and 18% for the 0
◦
and 90

◦
setups, respectively. cz is close

to 0 for the 45
◦
case, which is due to the antisymmetry of the

structure. However, for 0
◦
the hypar shape leads to a strong

increase of cz up to 1.5. Due to the opposite shape, cz is about

-1.5 in the 90
◦
configuration, which represents a strong down-

ward directed force. Moreover, the force coefficients resulting

from a strong gust with a strength of Ag/u∞ = 1.5, a length

of Lx

g
/L = 1 and a cross-wise extension L

y

g/L = Lz

g
/L = 0.5

are included in Fig. 4. For the three wind directions the gust

is injected at y0
g
= 0 and z0

g
= 0, so that it impacts the middle

of the roof. A rise up to 130% can be observed in cx and cz ,

with a remarkable change from downward to upward direction

observed for the vertical force coefficient cz .

The present work is a first step of ongoing investigations to-

α = 0
◦

Wind oriented

from B to D.

α = 45
◦

Wind perpen-

dicular to AB.

α = 90
◦

Wind oriented

from A to C.

Figure 3: Key flow characteristics visualized by iso-surfaces

(Q-criterion) and the dimensionless streamwise velocity in a

crosswise y-z–plane for different wind directions without gust.
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Figure 4: Streamwise cx and vertical cz force coefficients for

the three different wind directions with and without gust.

wards the fluid-structure interaction occurring on the flexible

membranous counterpart of the hypar structure.
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INTRODUCTION

A recently developed own numerical method is employed

to investigate interactions between model vegetation canopies

constituted of highly flexible elements and the surrounding

turbulent channel flow. The densely arranged vegetation el-

ements of a canopy form a body of low-momentum fluid,

interacting with the surrounding flow. By varying the length

of the canopy elements and the density of their positioning,

the influence of these parameters is investigated.

PHYSICAL MODEL

Figure 1 gives an impression of the studied cases, where (a)

features a model vegetation layer made up of relatively long

blades, measuring L = 1.6H, where H is the height of the

channel. In a second configuration (b) the blades are shorter,

measuring L = 0.64H. The same blades are employed in a

third case (c), but here the streamwise spacing ∆Sx between

their points of fixation is reduced compared to (a) and (b),

such that the foliage area of (c) is identical to that in the base

configuration (a). The overall problem can be characterized by

a set of dimensionless numbers. The Cauchy number (a) Ca ≈

25,000, (b, c) Ca ≈ 1600 and the buoyancy number (a) B ≈

145, (b, c) B ≈ 9 both indicate high flexibility of the blades,

i.e., nominal drag and lift forces outweighing elastic restoring

forces. The bulk-velocity Reynolds number is ReH ≈ 20,064,

based on the channel height H. The roughness density λ is

defined as the ratio of the mean frontal area of a structure

divided by its share of the bed area [1]. A value well above

0.1 indicates a dense canopy [2], which is met in the present

cases, with λ ≈ 0.56, 0.31 and 0.84, respectively.

NUMERICAL METHOD

The configurations were simulated using the in-house code

PRIME developed at TU Dresden [3], [4]. It solves the Navier-

Stokes equations for incompressible fluid employing a second-

order finite volume approach on a staggered Cartesian grid

and the Smagorinsky model to represent the sub-grid scale

contribution. The motion of the flexible structures was com-

puted with a finite-difference approach, using a geometrically

exact Cosserat rod model [5]. Collisions were treated based

on the model proposed in [6], with several technical enhance-

ments. Coupling between fluid and structures was established

with a dedicated Immersed-Boundary Method of [4].

The base configuration (a) was inspired by an experiment

conducted at the University of Lyon [7]. The computational

domain measures Lx×H×Lz = 9.2H×H×4H, and contains

(a,b) 672, (c) 1680 blades. Periodic boundary conditions were

applied in the horizontal directions, a free-slip condition was

imposed at y = H, and a no-slip condition was enforced at

the bottom (y = 0) wall. The flow was driven by a spatially

constant volume force which was adjusted in time to maintain

the desired flow rate.

RESULTS

Characteristics of flow and canopy motion were extracted

by means of time averages, including Reynolds stresses. Quad-

rant analyses give access to sweep and ejection events which

are linked to low- and high-speed velocity streaks. The canopy

envelope is constructed by projecting the Lagrangian informa-

tion associated with the canopy blades onto a horizontal plane.

In this framework, frequency and wavenumber spectra of the

canopy envelope are readily computable, spatial and temporal

correlations can be determined using the same tools as applied

to the fluid data. The fluid-canopy interaction was studied

through cross correlations between the two, and by collecting

conditional fluid averages when following certain patterns in

the canopy hull.

The contribution will shed light on the interplay of a veg-

etation canopy and the surrounding turbulent flow, building

upon previous investigations [7], [8].
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Figure 1: Illustration of the three physical models investigated, showing snapshots of the numerical solution. (a) Base configuration;

(b) derived configuration with shorter blades; (c) derived configuration with shorter, but also more densely placed blades.
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INTRODUCTION

Stability of magnetohydrodynamic (MHD) flows is of ma-

jor importance for various applications such as metallurgy,

semiconductor crystal growth and fusion. For instance, in

a tokamak fusion reactor, liquid metal blankets are strategi-

cally positioned behind the vessel’s first wall. These blankets

serve dual purposes: acting as a heat exchanger and producing

tritium essential for sustaining the fusion reaction. Such blan-

kets consist of an assembly of pipes and ducts where the liquid

metal is circulated in the presence of a strong magnetic field.

Instabilities and turbulence, contingent on flow parameters,

can notably influence mass, momentum, and heat transfer in

these MHD flows, thereby potentially altering the performance

of the blanket system.

MECHANISMS OF INSTABILITY

Our study investigates the transition from laminar to tur-

bulent flow in magnetohydrodynamic (MHD) pipes under the

influence of a transverse magnetic field in the low magnetic

Reynolds number regime. In this configuration, the magnetic

field modifies the base flow by introducing inhomogeneities

and thin boundary layers. In a previous work we have found

that in the case of an electrically conducting pipe, this may

lead to linear instabilities due to the presence of inflection

points in the base velocity profile [1]. This is in contrast

with the hydrodynamic pipe flow which is believed to be lin-

early unconditionally stable. Here we complement this study

and investigate an alternative mechanism of transition to tur-

bulence, focused on short-time amplification of initially small

disturbances [2].

OPTIMAL TRANSIENT GROWTH

In the first part of the work presented here, we conduct a

parametric study to identify the optimal perturbations of the

flow. These are the perturbations leading to the largest tran-

sient growth at subcritical Reynolds numbers and are essential

to shed light on the stability of parallel shear flows. They

can be identified by computing the largest singular values of

the propagator of the linearized system of MHD equations.

Figure 1 presents an example of optimal perturbations, show-

casing contours of axial velocity in a cross-sectional plane of

the pipe. A comparison is made between the purely hydrody-

namic and magnetohydrodynamic (MHD) cases at a Reynolds

number of 5000. In the MHD case, the Hartmann number -

(a) Ha = 0 (b) Ha = 10

Figure 1: Contours of the axial velocity of the global optimal

perturbation. a) Hydrodynamic case; b) MHD case.

which is proportional to the intensity of the magnetic field -

is equal to 10. From this figure we observe that in the pres-

ence of the magnetic field, oriented in the x-direction, the

perturbation’s structure is significantly affected as it becomes

elongated in the direction of the magnetic field and confined

within the side layers of the flow.

NONLINEAR EVOLUTION OF OPTIMAL PERTURBATIONS

In the second part of this work we study the nonlinear evo-

lution of the computed optimal perturbations. This is done by

performing direct numerical simulations in which the initial

conditions consist of the base laminar MHD velocity profile

U1z superposed with optimal perturbations u′
of varying am-

plitudes,

u = U(x)1z +
√
ϵ0u

′
(x, t) (1)

where ϵ0 is the initial kinetic energy of the perturbation. The

objective of these simulations is to observe the non-linear de-

formation of the perturbations and the possible secondary

instability mechanisms. By varying the initial kinetic energy

of the perturbations we also determine the smallest values of ϵ0

to trigger the transition to a turbulent flow. This is illustrated

in figure 2 where we plot some sample results for the case

Re = 5000 and Ha = 5. We observe that for ϵ0 ≲ 10
−3

the

flow returns to the laminar base state after an initial transient

amplification of the perturbation except when some random

3D noise is added in the initial condition. For ϵ0 ≳ 10
−3

the flow transitions to a turbulent state that is maintained

throughout the times considered.
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Figure 2: Nonlinear evolution of kinetic energy of the optimal

perturbation for Re = 5000 and Ha = 5.

Our direct numerical simulations are performed using the

non-linear finite volume solver YALES2 [3]. To avoid creating

by hand a suitable grid tailored to capture the evolution of the

optimal perturbations for each value of the parameters we use

the dynamic grid adaptation capabilities provided in YALES2

through the mmg3d library described in [4].
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INTRODUCTION

The flow around a stepped cylinder, namely two cylin-

ders with different diameters joined at one extremity, is in-

vestigated through direct numerical simulations at various

Reynolds numbers. The adaptive mesh refinement technique is

also employed to measure the committed error and automati-

cally adapt the mesh. Indeed, the sharp junction discontinuity

requires a very high resolution to capture the smallest scales

and with, a conforming mesh, we would need to extend such a

resolution in the far field. A global overview of the flow evolu-

tion is provided. First, we perform a global stability analysis

for four different diameter ratios (r = 1.1, 1.2, 2, 4) to study

the origin of the different wake cells. Then, we focus on a

single ratio (r = 2) to investigate the turbulent regime with a

stable and unstable cylinder shear layer.

Previous authors reported different vortex interaction

modes defining a direct and indirect interaction for the range

1.14 < D/d < 1.76 [1]. In the indirect interaction, the wake

develops in three distinct regions labelled as the S and L cells

behind the small and large cylinder [2], and the modulation

cell N in the middle. The frequency hierarchy is as follows:

fS > fL > fN . However, the origin of the three cells remains

unclear. Thus, a global stability analysis has been conducted

and presented here.

Dunn and Tavoularis [2] not only classified the three wake

cells at different Reynolds numbers (ranging from ReD = 63

to ReD = 1100) but also investigated their interaction at

D/d = 2 and ReD = 150. They identified a stable S-N cell

boundary with a spanwise layer deflection toward the large

cylinder and an unstable N-S interface, where the connection

interruption occurred at a beat frequency of fS − fN . In the

laminar regime, this has been confirmed by several studies.

However, there is a growing need for investigations at higher

Reynolds numbers to determine the validity of these laminar

observations. To offer insights into the turbulent regime, our

earlier simulation at ReD = 1000 was the first to study a sta-

ble cylinder shear layer and a turbulent wake [5]. We focus

on uncovering the origin of the modulation cell and under-

standing the downwash effect. These findings introduce a new

perspective on the downwash phenomenon. Then, we extend

our investigations by conducting a DNS at ReD = 5000, enter-

ing a fully turbulent wake regime characterised by an unstable

shear layer [6]. We analyse the coherent structures around the

cylinder and describe the vortical eddies behind the junction.

The results are in good agreement with the work by Tian et al.

[10]. Employing proper orthogonal decomposition (POD), we

decompose the flow into spatial and temporal dependencies,

extracting the large-scale structures within the wake.

ADAPTIVE NUMERICAL FRAMEWORK

Direct numerical simulations are performed using the open-

source code Nek5000 [3]. Nek5000 is a highly scalable and

portable code based on the spectral element method (SEM)

by Patera [9], offering minimal dissipation and dispersion.

The SEM can be seen as a high–order finite element method

(FEM) where the solution is represented by Lagrangian inter-

polants integrated over Gauss-Lobatto-Legendre points (GLL)

and Gauss-Legendre (GL) points for the velocity and pressure

field, respectively. The PN − PN−2 formulation is used. The

time integration in Nek5000 relies on third-order backward

differentiation (BDF), treating the advective term explicitly

through an extrapolation (EXT) formula.

Our group implemented, validated and used the adaptive

mesh refinement (AMR) technique in Nek5000 [4]. AMR

incorporates two primary elements: error measurement and

refinement strategy. Error estimation is evaluated through

indicators derived from the current solution or estimators de-

rived from alternative solutions, such as the adjoint problem.

The refinement strategy consists of isotopically splitting the

elements, h–type refinement. To identify the elements whose

resolutions need to be improved, the spectral error indicator

is used. The spectral error indicator (SEI) was introduced by

Mavriplis [8]. For a 1D problem, where u is the exact solu-

tion to a system of partial differential equations and uN is an

approximate spectral-element solution with polynomial order

N , the SEI is estimated as follows. Let expand u(x) on a

reference element in terms of the Legendre polynomials:

u(x) =

∞∑

k=0

ûkLk(x) (1)

where ûk are the associated spectral coefficients and Lk(x) is

the Legendre polynomial of order k. The error on ∥u−uN∥L2

consists of two contributions: a truncation error due to the

finite number of coefficients in the spectral expansion and the

quadrature error. The estimated ϵ results in:

ϵ =

(∫ ∞

N+1

û(k)2

2k+1

2

dk +
û2

N
2N+1

2

) 1

2

(2)
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In the current study, the SEI is calculated for the different so-

lution fields, according to the regime under investigation. For

example, in the global stability analysis, the SEI is estimated

for the linear direct and adjoint velocity perturbation fields.

In this way, independent meshes can be designed, minimising

the committed truncation and quadrature errors. In contrast,

for the turbulent flow, the velocity field is used. The refine-

ment process is stopped when the smallest spatial scales are

captured.

GLOBAL STABILITY ANALYSIS

The global stability analysis of the three-dimensional flow

around a stepped cylinder is presented here for the first time.

We have studied the linear evolution for infinitesimal pertur-

bations for the direct and dual problems in three different

configurations: r = 1.1, 1.2, 2, 4. The AMR was used to de-

sign different meshes to reduce the committed truncation and

quadrature errors. For the base flow, the linear direct and

dual operators, we obtain three non-conforming and indepen-

dent meshes. This is repeated for each Reynolds number and

diameter ratio [7].

The global stability analysis reveals that independently of

r, the first cell that undergoes a Hopf bifurcation is always the

large cylinder (L). However, the sequence of their transitions

depends on the parameter r. For r = 1.1, 1.2, the small cylin-

der (S cell) represents the second unstable mode, whereas, for

r > 1.2, the modulation region gets unstable first. The three

cells in the wake are observed for any r. The non-linear results

support this finding, in contrast with the previous classifica-

tion of the laminar vortex shedding in direct (L-S) and indirect

(L-N-S) modes interaction based on r [1].

The unstable direct and dual eigenmodes are three-

dimensional eigenvectors, resembling in the L cell the glob-

ally unstable mode found in flow past a circular cylinder

at ReD,cr ≈ 47. The structural sensitivity analysis shows

that the wavemaker region corresponds to two symmetrically

placed lobes across the separation bubble. Furthermore, the

angular frequencies of the eigenvalues closely match the oscil-

latory states observed in the non-linear DNS (St ≈ 0.11).
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Figure 1: Instantaneous λ2 structures coloured with the ver-

tical vorticity component in the wake at (a) ReD = 1000

(λ2 = −4 U2/D2
) and (b) ReD = 5000 (λ2 = −40 U2/D2

).

The figure is adapted from Massaro et al. [5].

INVESTIGATION OF THE TURBULENT REGIME

When Reynolds number increases, first, the wake gets tur-

bulent, but with a stable shear layer (ReD = 1000), and, then,

the cylinder shear layer transitions as well (ReD = 5000).

These two different flow regimes are discussed here, highlight-

ing their differences. In particular, for the subcritical regime

(ReD = 1000), the downwash mechanism and its connection

with the modulation region (N) cell is explained [5].

The three-dimensional proper orthogonal decomposition

(POD) is used for extracting the large-scale structures. The

POD confirms the presence of 3 cells in the wake for both

Reynolds numbers: the L, S and N with vortex shedding fre-

quencies fL ≈ 0.20, fS ≈ 0.41 and fN ≈ 0.18 respectively.

They correspond to the three most energetic travelling modes

in the POD expansion. The analogy with the flow at the

low Reynolds number is remarkable and allows us to claim

that the three cells in the stepped cylinder wake are a gen-

eral feature for a wide range of Reynolds numbers (at least

up to ReD = 5000). We expect that such a triad of struc-

ture is persistent even at higher Reynolds numbers. Indeed,

the ratio between fN/fL, which are the shedding frequencies

of the two cells coexisting behind the large cylinder, shows a

diverging trend proportional to ∼ Re
−0.031
D .

In contrast to the subcritical regime [5]: as ReD increases,

the downwash mode is less significant and the modulation

region is more energetic. Overall, the three L, S and N travel-

ling modes get more energetic and separate from all the other

modes in the POD spectrum.
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INTRODUCTION

In the fields of oceanography and meteorology, the primary

dynamical framework for understanding large-scale flows is

provided by geostrophic theory. Given the shallowness of

the fluid domain compared to the horizontal length scales

involved, planetary flows at macroscopic scales, are predom-

inantly influenced by the Coriolis force due to rotation and

hydrostatic pressure forces. This equilibrium, the geostrophic

balance, forms the basis for understanding dominant flow

structures on a planetary scale. When fluid dynamics on a

rotating sphere are expressed as a perturbation around this

balance, we find the quasigeostrophic equations (QGE).

The study of the QGE forms the basis for our under-

standing of mid-latitude oceanic and atmospheric dynamics.

Typically, they are formulated on a midlatitude β-plane, rep-

resenting a Cartesian tangent plane to the sphere where the

Coriolis parameter is approximated to have a linear depen-

dence on latitude. While this approach has been instrumental

in identifying key dynamical features of planetary flows, it

cannot take into account the influence of the equatorial region

as the β-plane approach cannot be applied to the equator.

In 2009, a fully spherical version of the quasi-geostrophic

theory was reintroduced into the scientific community inde-

pendently by Verkley [1] and Schubert et al. [2]. These equa-

tions provide the global dynamics of a shallow fluid layer on a

rotating sphere in terms of a single prognostic variable, called

the potential vorticity (PV). In this formulation, not only is

energy globally preserved, but any function of PV is globally

conserved. However, simulating these equations poses chal-

lenges, as PV cascades to smaller scales. Typically, numerical

schemes introduce (hyper-)viscosity to prevent the buildup of

PV at the smallest resolved scales in simulations, thereby com-

promising the conservation of both energy and global PV.

Recently, a numerical scheme was developed for these equa-

tions [3] that conserves all resolved constants of motion by

making use of the geometric structure of the equations. This

allows for very long-time simulations of global geostrophic tur-

bulence without the need for specific turbulence forcing or the

additions of artificial dissipation. In this work, we analyse the

energy spectrum of the resulting flow, as well as quantitatively

investigate the emergence of strong zonal jets up to the critical

latitude.

QUASI-GEOSTROPHIC EQUATIONS ON THE SPHERE

In its most general form, the QGE include the buoyancy

force resulting from a small vertical density stratification.

Since vertical velocities are neglected in the shallow water ap-

proximation, the effect of buoyancy appears as a PV source

based on the local relative buoyancy difference. In the case of

stable stratification, i.e., the density gradient is strictly nega-

tive, a finite difference approximation is usually taken in the

radial direction, leading to the multilayer QGE. In this model,

the fluid is assumed to be composed of several layers of uni-

form density that are each described by a two-dimensional PV

field. When density gradients are sufficiently small, or one

only considers a single layer on top of a deep basin, the model

reduces to the single-layer QGE. This is the model we con-

sider in this work, although the methodology can be extended

to the multilayered model.

We consider a fluid layer of uniform density and average

thickness H on a sphere of average radius a rotating with an-

gular velocity Ω, with bottom topography given by b(x). We

assume the fluid layer to be shallow compared to the radius

of the sphere. Under the additional assumption that the pres-

sure is roughly hydrostatic, vertical motion is small compared

to the horizontal velocity field, and the resulting horizontal

velocity field u can be written in terms of a streamfunction

ψ such that u = r × ∇ψ. The potential vorticity q is a La-

grangian invariant, so its evolution is given by

q̇ + u · ∇q = 0 (1)

where the PV is given by

q = f +∆ψ + γf
2
ψ − f

b

H
(2)

Here, f = 2Ω sinφ is the Coriolis parameter with φ the lati-

tude, and γ = 4a2Ω2/gH is the Lamb parameter which mea-

sures the relative strength of the Coriolis term with g being

the gravitational acceleration. Note that the velocity field can

be calculated directly from the streamfunction, which in turn

can be calculated by solving the inverse problem in equation

(2). Since these equations include the full Coriolis parameter,

the system can be solved on the sphere, which allows for global

simulations of quasigeostrophic turbulence.

APPLICATION TO GEOSTROPHIC TURBULENCE

As mentioned in the introduction, in [3], a numerical

method is presented for solving the QGE on the sphere. Build-

ing on the work for the two-dimensional Euler equations in [4]
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Figure 1: Zonal velocity of statistically stationary geostrophic

turbulence at γ = 0 (top), γ = 10
3
(bottom left) and γ = 10

4

(bottom right)

and later for the two-dimensional Navier-Stokes equation in

[5], this method exactly preserves integrated polynomials of

PV, and it shows no drift in the Hamiltonian.

Additionally, to simulate turbulence on the sphere, we can

introduce homogeneous forcing at small scales as well as dissi-

pative terms. These both take the form of forces on the right-

hand side of equation (1). By denoting the advection map with

Φadv,h and employing a second-order Crank-Nicolson scheme

with the map ΦCN,h on a time interval h, we can use second-

order Strang splitting to arrive at the time-stepping scheme:

q
n+1

=
(
ΦCN,h/2 ◦ Φadv,h ◦ ΦCN,h/2

)
q
n
, (3)

where n is the time level.

We simulate this flow on a unit sphere rotating at Ω = 500

at several values of the Lamb parameter with the trivial

bottom topography. Note that in the limit where this pa-

rameter vanishes, surface height variations vanish, and the

two-dimensional rotating Navier-Stokes equations are recov-

ered.

In Figure 1, the velocity component in the zonal direction

is visualized at a time where the flow has developed into a sta-

tistically stationary state for the cases γ = 0 (two-dimensional

rotating Navier-Stokes) and for γ = 10
3
and γ = 10

4
. These

visualizations clearly show the formation of strong jets in the

zonal direction in all cases. However, only the two-dimensional

Navier-Stokes equation produces these jets at the poles. In

geostrophic turbulence, the amplitude of the jets is modulated

near the poles. As the case for which γ = 10
4
shows, there

is a qualitative change between equatorial flow and flow near

the poles, as jets do not dominate beyond a certain critical

latitude.

The associated kinetic energy spectrum for the case where

γ = 0 is shown in Figure 2. In all cases, the external forcing

is centred at modes with l = 100. The spectrum clearly shows

the double cascade for two-dimensional turbulence as shown

by the dashed and dash-dotted lines. This indicates that, at

small scales, the energy spectrum closely resembles that of ho-

mogeneous isotropic turbulence in two dimensions. However,

Figure 2: Kinetic energy spectra for the case γ = 0, corre-

sponding to the rotating two-dimensional Navier-Stokes equa-

tions. The spectra are indexed using the spherical harmonics

degree l and split into the zonal modes (for which m = 0) in

gray and the non-zonal modes (m ̸= 0) in black.

at large scales, rotation has a large influence on the spectrum.

Most energy is contained in zonal modes, corresponding to

zonal jet formation. For the geostrophic turbulence cases, sim-

ilar spectra are available which clearly show that this model

is fundamentally two-dimensional on small scales, as the same

kinetic energy cascades are observed in the spectra. However,

large-scale dynamics are strongly affected by the geostrophic

balance, suggesting a qualitative transition in dynamics be-

tween the equatorial and polar regions. This also indicates

that flow properties such as the energy spectrum or turbu-

lent kinetic energy transfer rates should be computed locally,

as global measures will not differentiate the large qualitative

changes in flow structure over the domain.

OUTLOOK

In this work, a novel structure-preserving numerical

method has been developed and employed to solve global plan-

etary flow dynamics around the geostrophic balance. The

results show that the single-layer quasi-geostrophic models

show an energy spectrum closely related to two-dimensional

turbulence. The geostrophic balance introduces a clear tran-

sition between equatorial and polar flow dynamics. With this

global model, the critical latitude at which this transition oc-

curs will be investigated further. Furthermore, this model

can be extended to multiple layers. This allows us to include

buoyancy effects, which will be the subject of further study.
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INTRODUCTION

The COVID-19 pandemic, caused by the pathogen Severe

Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2),

emerged in 2019 and has spread globally. The virus is trans-

mitted through three modes: surface/contact, droplet, and

airborne. Airborne transmission is recognized as the dominant

route [1]. Basic preventive measures like social distancing,

sanitation, and face masks have reduced the spread of infec-

tion through contact and droplet transmission. To mitigate

the infection risk due to the virus-laden droplets suspended in

air, it is crucial to implement high-quality, scientifically peer-

reviewed solutions. Ultraviolet Germicidal Irradiation (UVGI)

stands as a proven and dependable technological solution for

disinfecting microorganisms found in water or on surfaces. In-

troducing a portable UV air purifier (UVP) into an enclosed

space represents a potential mitigation solution capable of en-

hancing the quality of the air. In this study, the disinfection

properties of a UVP designed by VALEO to equip city buses

are analyzed by numerical simulations. It is composed of axial

fans, UV-C lamps, light traps and an electric tray as shown

in 1. The research focuses on airborne virus inactivation using

a multi-disciplinary solver, integrating Large Eddy Simula-

tions (LES) for flow dynamics, Lagrangian particle tracking

for airborne dispersion, and a UV radiation disinfection solver

for assessing survival rates. The study explores varying puri-

fier flow rates and UV lamp power to observe the survival rate

of virus copies.

COMPUTATIONAL METHODOLOGY

Studying the survival rate of respiratory droplets inside

an air purifier exposed to UV radiation and conducting a

thorough evaluation entails extensive high fidelity computa-

tions over a prolonged physical time spanning from seconds to

minutes leading to consumption of millions of computational

hours. Therefore, air flow inside the purifier is first computed

until the volume averaged kinetic energy is converged with

time. As the impact of aerosol on the flow field is negligi-

ble, the resultant mean flow and turbulent characteristics are

extracted and supplied to Lagrangian computations, where

the mean air flow remains frozen, and only the particle dy-

namics are computed [2]. This one way Eulerian-Lagrangian

approach is coupled with UV radiation and disinfection models

that determine the survival of the viral copies. In the following

sections, governing equations of each solver are detailed.

The in-house AVBP LES solver developed by CERFACS [3]

that is used to solve the filtered compressible Navier-Stokes

(NS) equations. This solver can run efficiently on massively

parallel machines and could handle unstructured meshes. An

explicit Lax Wendroff (LW) [4] numerical scheme, second or-

der accurate in space and time, is used for convection terms

and second order Galerkin scheme is used for diffusive terms

in NS equations. The time step for the simulation depends

on acoustic Courant Friedrichs Lewy number (CFL) which

is set to CFL = 0.9. Wall adapting local eddy viscosity

model (WALE) is selected to acquire sub-grid scale (SGS) vis-

cosity. In Lagrangian framework, each respiratory droplet is

modeled as an individual rigid sphere that consists of water,

non-volatile matter (NA+, K+, Cl-, glycoprotein) along with

virus copies. Interactions among particles are disregarded, but

collisions between particles and walls are taken into account as

inelastic collisions. From experimental studies on virus-laden

droplets expelled due to sneezing and coughing, distribution of

virus copies per droplet is modeled [5]. Abramzon-Sirignano

(AS) model is elected to compute droplet evaporation pro-

cess. Once the water mass is evaporated, the resulting matter

is assumed to be spherical solid a.k.a droplet nucleus. Flow

properties from Eulerian calculations are interpolated to the

droplet’s location and the forces acting on the droplet are

computed. These forces are simplified to momentum transfer

via drag forces using Schiller-Naumann correlation. Gravity

forces on the particle are neglected. A simplified Langevin

model is chosen to include the turbulent quantities into the

Lagrangian calculations [2, 6]. The survival rate (S) of virus-

laden aerosols when exposed to UV-radiation is determined

using Chick-Watson model [7] which depends on susceptibility

constant (k) of virus linked to the UV irradiation received by

particles over time. For SARS-CoV-2, susceptibility constant

in air medium is not available. Therefore, a decent estimate

based on available data on airborne viruses [8], is considered

for this current study (k = 0.377 ± 0.119m2/J). Using ther-

mal radiation view-factor model [9], UV irradiance received

by a particle from a cylindrical UV lamp can be determined.

To investigate the survival rate of virus copies within a single
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respiratory droplet, the cumulative amount of UV radiation

received by the droplet inside the purifier over it’s exposure

time is computed until it exits through the outlet fans.

NUMERICAL SETUP

An unstructured mesh comprising 49 million cells is used

for computational investigations following mesh convergence

studies. Three cases with volumetric flow rates (VFR) of 75,

100, and 150 m3/hr are simulated by enforcing a constant

mass flow rate at the inlet fans, maintaining a uniform tem-

perature of 300 K, and setting the pressure outlet at the outlet

fans to 1 atm. A body force approach is used to mimic swirl

motion generated by axial fans. To take into account the tem-

perature effects, the lamps are considered isothermal, no-slip

conditions with a reference temperature of Tlamp = 311 K.

The remaining walls are provided adiabatic, no-slip wall con-

ditions. To mimic aerosols, injected particle size is assumed

mono-disperse with a diameter of 50µm and viral load con-

centration of 2.35x109 copies/ml. Impact of UV lamp output

power (Wl) on survival rate of virus copies is evaluated by

changing Wl = Wo, Wo/1.5, Wo/2, Wo/3, Wo/4 and Wo/6

where Wo = 13W for k = 0.258, 0.377 and 0.496m2/J

RESULTS AND DISCUSSION

LES of UVP were conducted on the Irene-Rome supercom-

puters hosted at CEA under a GENCI allocation, requiring

around 768,000 computational hours for flow field conver-

gence and extraction of mean and turbulent quantities. In

Figure 2, the instantaneous velocity distribution inside the

purifier, along with particle dispersion, is presented. Upon

entry through the inlet fans, the air undergoes swirling mo-

tion near the fan hub, forming a hollow disk-like stream profile

with elevated transverse and axial velocities. The light traps

near the inlet streamline the airflow towards the tray side,

creating a recirculation zone on the opposite side, as indi-

cated by iso-contour lines (u=0). These recirculation zones

extend particle residence time, resulting in prolonged exposure

to UV radiation. Figure 3 illustrates the virus inactivation

rate over a 5-second interval achieved by the UVP under var-

ious UV radiation intensities and volumetric flow rates. As

the VFR increases, more droplets undergo treatment within

the 5-second interval, but their reduced residence time in the

purifier results in a lower overall inactivation rate. A decrease

in Wl from Wo to Wo/6 leads to an exponential reduction in

the rate of inactivation. The susceptibility constant also ex-

hibits a significant impact on the resulting inactivation rate.

This parametric study facilitates the identification of an op-

timal configuration, where a higher number of particles can

be treated within 5 seconds, using minimal UV lamp output

power, aiming for a virus-inactivation rate of 95% for this UV

air purifier.
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Figure 1: View of UV air purifier designed by VALEO.

Figure 2: Instantaneous velocity magnitude contour on a lon-

gitudinal plane with iso-contour lines (u=0), accompanied by

the dispersion of particles distinguished by their lifespan at a

volumetric flow rate of 100 m3/hr.

Figure 3: Overall Inactivation rate of this UVP in an interval

of 5s by varying UV lamp power output and volumetric flow

rate
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INTRODUCTION
In this research project we aim to conduct scale-resolving

simulations of hydrogen injection jets into air. In this way, an
understanding and a capability to predict the complex phys-
ical properties of direct-injection of pressurized hydrogen gas
into a volume of air, as it is required for a hydrogen combus-
tion engine, shall be developed. The research is conducted and
funded as part of DFG research unit FOR26871. As such, it
strives to investigate the multi-scale causal mechanisms that
are at the origin of cyclic variations.
The particular challenge lies in the non-linear interaction of
a number of physical mechanisms, namely shock waves, tur-
bulent flow, combustion and acoustics, that act and interact
across orders of spatial and temporal scales. This also leads to
high computational demands and necessitates an identification
of the relevant physical ingredients and efficient high-order nu-
merical schemes.
As opposed to conventional liquid fuels such as gasoline, as
a gaseous fuel, hydrogen is highly compressible. In order to
achieve the hydrogen mass flow rate corresponding to a given
engine power, hydrogen must be injected under high pressure,
typically between 10-200 bars [2]. Gas dynamics theory stip-
ulates that from a nozzle pressure ratio of 1.9 upwards, the
injected gas will reach sonic speed and so-called choked con-
ditions at the narrowest section of the injection nozzle. At
the aforementioned higher injection pressures, the hydrogen
gas will enter the combustion chamber at least at Mach 1
and over-pressure, expanding into the chamber volume and
thereby usually accelerate further to several times the speed
of sound. A supersonic under-expanded jet forms, which fea-
tures so-called shock diamonds, an often repetitive pattern of
compressive shocks and expansions.
Shock waves are dissipative processes, they generate entropy
and as such, vorticity. The jet also naturally creates huge
gradients in flow velocity and pressure, which also lead to
shearing, backflows and vorticity. This generates eddies and
turbulence, where the larger-scale flow pattern is imposed by
the jet structure. On the other hand, from small eddies up-
wards, the turbulent flow directly influences the pressure field,
which has a direct impact on the outer boundary shape of the
jet and thus the reflections of characteristic curves, meaning
expansion and compression waves, change and with them the
shock diamond pattern. This again has drastic impacts on the
jet’s air penetrating properties, its shape and physical proper-

1https://www.for-2687.de/

ties and will define the resulting air-hydrogen mixture. This
in turn is highly relevant for the subsequent combustion.
The multi-scale nature of supersonic jet injection can thus be
explained. Important, non-negligible interactions occur over
huge ratios in physical sizes, between a jet length of tens of cm
and a nozzle radius on the order of mm and overall jet struc-
ture, driving large eddies which decay chaotically into very
tiny eddy structures, that in turn define the flow field that
determines the jet shape.

NUMERICAL IMPLEMENTATION

Due to the potentially significant and hardly predictable
effect, that small parameter variations and numerical inac-
curacies alike will have on the resulting flow field of multi-
scale shock-turbulence interaction, numerical modeling of this
system places strong emphasis on scale-resolving accurate
schemes and high resolution (i.e. [4]). As this means high
amounts of computations, it in turn requires these schemes
to be computationally highly efficient. Large Eddy Simula-
tions (LES) should therefore constitute the best numerical
approach to unite the two opposing requirements of scale-
resolving properties and efficient computation. We will con-
duct the simulations with the multiphase branch of FLEXI, a
Discontinuous Galerkin Spectral Element (DGSEM) method
using code. This code features the required additional abili-
ties with respect to the standard FLEXI [3] code of real gas
equations of state and can model flows with gases of several
species, i.e. hydrogen and air.

A special focus needs to be placed on balancing the desir-
able low dissipation of the DGSEM method with the stability
requirements for discontinuities such as shock waves in the
flow field.
High-order numerical schemes are accurate and stable by
themselves in relatively smooth zones of fluid flow, but the
supersonic jet introduces discontinuities and potentially sub-
grid-scale turbulent structures. These flow features cause
polynomial oscillations in the numerical discretization, the
scheme therefore needs to be augmented by stabilizing meth-
ods.
Here, we will present our current approach to realizing a highly
accurate LES of the above described complex hydrogen direct
injection. Finite Volume sub-cell techniques with an indicator-
based switching routine are used for shock capturing. The
choice of indicator types, physical variables they act upon and
parameter values will be discussed. Strong shocks also require
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an adequate choice of Riemann solvers. Concerning aliasing
errors from potentially under-resolved turbulence, we experi-
enced favorable stabilizing properties on the jet of entropy or
kinetic energy conserving split flux methods [1] computed on
Gauß-Lobatto discrete integration nodes. Also employed is a
sub-grid-scale turbulence model for additional viscosity, mod-
eling the effect of the viscosity on the smallest eddy scales as
an energy sink. The physical system under examination being
a multi-species gas mixture, a double-flux method is employed
to eliminate nonphysical oscillations at the species interface.

PHYSICAL PROPERTIES OF THE JET AND TURBULENT
MIXTURE

With the aforementioned numerical tools, the simulations
can be conducted and the results need to interpreted. We will
explain the driving dynamics of the resulting jet and surround-
ing flow field. To this end, gas dynamic and turbulence theory
can be employed to quantitatively and qualitatively evaluate
the results and conclude on their physical relevance. Results in
well-resolved 2D simulations and 3D-LES alike will be treated
and differences will be pointed out. The general geometri-
cal layout is that of an injection through a millimeter-sized
nozzle-like inflow into a cylindrical combustion chamber. The
confined nature of this device leads to a number of important
aspects unique to this jet flow field.
The non-linear nature of the flow physics and the huge gradi-
ents involved in hydrogen direct injection lead to a rich variety
of interesting physical effects, from evidence for an observa-
tion of characteristic theory to thermodynamics and diffusion
or turbulent spectra.
The strongly non-stationary character of the flow also allows
for the creation of insightful visualizations, such as Figure 1.
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Figure 1: 2D simulation of hydrogen direct injection into air
filled chamber. Nozzle pressure ratio of 10. Navier-Stokes
equation, ideal gas equation of state, parabolic effects such as
species diffusion, viscosity and heat conduction.
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INTRODUCTION

Tip clearance flows have significant influence on the per-

formance and stable operating range of axial compressors .

Roughly, a third of all losses in axial compressors is attributed

to tip clearance flows [1]. In case of tip critical designs, the

blockage of the upper passage caused by the clearance flow

can trigger flow instabilities ultimately leading to a compressor

surge. In consequence, it is crucial to capture the effects of the

tip clearance flow in the design phase of new turbomachinery

components. Besides experimental investigations, numerical

simulations provide insights in local flow phenomena. Due

to run time restrictions for industrial applications, Reynolds-

Averaged Navier-Stokes (RANS) simulations are used in the

design phase although the limitations regarding the physical

representation of the turbulent states are well-known. Large

eddy simulations (LES) resolve the anisotropic large scale tur-

bulent structures and reduce the modelling influence on the

results significantly. However, LES simulations are computa-

tionally expensive and thus out of reach for their regular ap-

plication in the design phase. Hybrid approaches RANS/LES

like the Improved Delayed Detached Eddy Simulation (ID-

DES) proposed by Shur [2] reduce the resolution requirements

in the boundary layers and could allow an application in the

industry if they offer an improvement over RANS.

Within this study, we compare three different simulation

methods, namely RANS, IDDES and LES as high fidelity ref-

erence, for a tip clearance flow of a linear compressor cascade.

We identify differences of RANS and IDDES simulations to

the LES and highlight potential modelling weaknesses.

TEST CASE

The investigated geometry is a purely numerical test case

and is derived from the V103 compressor vane which has been

extensively investigated both numerically and experimentally,

see e.g. [3, 4]. Several modifications to the original geometry

are made to allow a fair comparison of the different simulation

methods. To reduce the computational costs for the test case,

the Reynolds number is set to 1.8 × 10
5

while keeping the

Mach number at 0.67. As shown in Figure 1, the leading

edge is modified to a blunt geometry to ensure fully turbulent

boundary layers on both sides of the vane.

The simulation domain extends 30% chord (c) in the span

(s) direction. At the lower endwall of the cascade, a gap with
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Figure 1: Modified V103 Compressor blade

a height htip of 1% c is introduced, while the upper endwall is

modelled as inviscid allowing a non-zero wall parallel velocity.

Further details regarding the investigated operating point and

the geometry are summarized in Tables 1 and 2.

Rein Main TuLE αin

1.8× 10
5

0.67 3.3% 47°

Table 1: Investigated operating point

c htip s stagger angle βs

0.12m 1.2mm 36mm 22.5°

Table 2: Geometry of the modified V103 cascade

NUMERICAL METHODS

For all simulations, we used the flow solver TRACE
1

which is jointly developed by the Institute of Propulsion

Technology of the German Aerospace Center (DLR) and

MTU Aero Engines AG. We applied the finite volume solver

of TRACE using structured multi-block grids. For spatial

discretization in RANS, the upwind scheme of Roe with

second-order accuracy for the convective fluxes is utilized

while a central discretization is applied for the diffusive

fluxes. LES requires to resolve fluctuations and uses a central

scheme with 0.1% of upwind flux to stabilize the solver. The

IDDES is performed with a scheme supposed by Strelets [6]

which blends between an upwind scheme in RANS regions

and a central scheme in LES regions. At the inlet boundary

1Turbomachinery Research Aerodynamic Computational
Environment
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condition for the IDDES and LES simulations, a synthetic

turbulence generator proposed by Shur et al. [5] is utilized

to create realistic turbulent inflow conditions. The chosen

turbulence models and applied fixes are listed in Table 3.

Turbulence model Turbulence model modifications

LES WALE [7] -

IDDES k-ω [8] Kato-Launder Limiter [9]

Vorticity based

IDDES length scale [10]

RANS k-ω [8] Kato-Launder Limiter [9]

Table 3: Simulation setups

The mesh for the LES contains 192×10
6
degree of freedoms

(DoFs) and achieves a dimensionless resolution of ∆x+ ≤ 25,

y+ ≤ 0.6, and ∆z+ ≤ 20 on the vane surface. For the IDDES,

a slighlty coarser mesh with 75 × 10
6
DoFs is utilized with

∆x+ ≤ 40, y+ ≤ 0.6, and ∆z+ ≤ 30 on the vane surface. The

dimensionless resolution for both simulations on the side wall

is similar to the one on the vane surface in order to resolve the

boundary layer properly. After reaching a statistical steady

state, statistics have been collected over 8 throughflows of the

blade passage for the LES and 12 throughflows of the IDDES.

RESULTS

The simulation results show significant differences in the

shape of the tip clearance vortex as shown by the Mach num-

ber distribution downstream of the trailing edge in Figure 2.

In comparison to the IDDES and LES results, the spanwise

extend of the tip clearance vortex in the RANS simulation

is reduced while the extend in pitch direction is similar to

the scale resolving simulation. The IDDES results match the

LES results qualitatively. However, there are discrepancies in

the prediction of the center of the tip clearance vortex and

differences in the shape. In the further analysis, we compare

the location of separation line of the tip clearance vortex on

the endwall and the turbulent states in the tip clearance and

on the side wall. For the IDDES, we find that the switch from

modelled to resolved turbulence impacts the trajectory of the

tip clearance vortex when comparing the results to the LES.

The modelled turbulent kinetic energy is suddenly reduced

in the boundary layer that emerges from the tip clearance

on the suction side. As the resolved turbulent kinetic energy

needs a certain development length, the boundary layer on

the endwall separates. This leads to a different development

of the tip clearance vortex. This highlights the need for further

improvement of hybrid RANS/LES formulations.

REFERENCES

[1]Denton, J. D. : The 1993 IGTI Scholar Lecture: Loss Mechanisms

in Turbomachines, J. Turbomach., 115, 621–656 (1993).

[2]Shur, M. L., Spalart, P. R., Strelets, M. Kh. and Travin, A. K. : A

hybrid RANS-LES approach with delayed-DES and wall-modelled

LES capabilities, International Journal of Heat and Fluid Flow,

29, 1638–1649 (2008).

[3]Bell, R. M. and Fottner, L. : Investigations of Shock/Boundary-

Layer Interaction in a Highly Loaded Compressor Cascade, Pro-

ceedings of the ASME 1995 International Gas Turbine and

Aeroengine Congress and Exposition. Volume 1: Turbomachin-

ery, June 5-8, Houston, Texas, USA, (1995).

[4]Zaki, T. and Durbin, P. and Wissink, J. and Rodi, W. : Direct

Numerical Simulation of By-Pass and Separation-Induced Transi-

tion in a Linear Compressor Cascade, Proceedings of the ASME

0.04 0.06 0.08 0.10 0.12

y [m]

0.00

0.01

0.02

0.03

z
[m

]

0.0

0.1

0.2

0.3

0.4

0.5

M
a

[-
]

(a) RANS

0.04 0.06 0.08 0.10 0.12

y [m]

0.00

0.01

0.02

0.03

z
[m

]

0.0

0.1

0.2

0.3

0.4

0.5

M
a

[-
]

(b) IDDES

0.04 0.06 0.08 0.10 0.12

y [m]

0.00

0.01

0.02

0.03
z

[m
]

0.0

0.1

0.2

0.3

0.4

0.5

M
a

[-
]

(c) LES

Figure 2: Contours of Mach number at x/cax = 1.07

Turbo Expo 2006: Power for Land, Sea, and Air. Volume 6:

Turbomachinery, Parts A and B, May 8–11, Barcelona, Spain,

(2006).

[5]Shur, M.L., Spalart, P.R., Strelets, M.K and Travin, A. K: Syn-

thetic Turbulence Generators for RANS-LES Interfaces in Zonal

Simulations of Aerodynamic and Aeroacoustic Problems, Flow

Turbulence Combust, 93, 63–92 (2014).

[6]Strelets, M. : Detached eddy simulation of massively separated

flows, 39th Aerospace Sciences Meeting and Exhibit, January

8-11, Reston, Virigina, USA, (2001).

[7]Durcos, F., Nicoud, F. and Poinsot, T. : Wall-Adapting local

eddy-viscosity models for simulations in complex geometries, Nu-

merical methods for fluid dynamics VI, March/April, Oxford,

UK, (1998).

[8]Wilcox, D. C. : Reassessment of the scale-determining equation

for advanced turbulence models, AIAA J., 26, 11, 1299–1310

(1988).

[9]Kato, M. and Launder, B. E. : The Modelling of Turbulent Flow

Around Stationary and Virbrating Square Cylinders, 9th Sympo-

sium on Turbulent Shear Flows, August 16–18, Kyoto, Japan,

(1993).

[10]Shur, M.L., Spalart, P.R., Strelets, M.K and Travin, A. K: An

Enhanced Version of DES with Rapid Transition from RANS to

LES in Separated Flows, Flow Turbulence Combust, 95, 709–737

(2015).

DLES14 - Book of Abstracts 128



WORKSHOP

Direct and Large-Eddy Simulation 14

April 10-12 2024, Erlangen, Germany

INFLUENCE OF INFLOW TURBULENCE ON THE LAMINAR SEPARATION

BUBBLE OF A 3D LOW-PRESSURE TURBINE CASCADE USING LARGE EDDY

SIMULATION

Nima Fard Afshar1, Johannes Deutsch1, Stefan Henninger1, Peter Jeschke1, Dragan Kozulovic2
1Institute of Jet Propulsion and Turbomachinery (IST), RWTH Aachen, Germany
2Institute of Jet Propulsion (ISA), University of the Bundeswehr, Munich, Germany

fard-afshar@ist.rwth-aachen.de

INTRODUCTION

The Low Pressure Turbine (LPT) design is still a challeng-

ing task due to increasing requirements on efficiency, weight,

durability, manufacturability, maintainability, etc. One of

the design trends is to decrease the LPT weight by reduc-

ing the number of stages. This results in the design principle

of high-lift blades, which are subject to large adverse pressure

gradients on the suction side. However, in the low Reynolds

number regime, laminar boundary layer separation is likely

and may be the primary cause of total pressure loss increase

and corresponding efficiency decrease. In the case of open

separation bubbles, the performance penalties are excessive,

a situation which has to be prevented. In order to maximize

the blade loading and to assure a reattachment of the flow,

it is crucial that numerical design tools are sufficiently accu-

rate to predict the correct physical behavior. Additionally,

the numerical tools should be able to reproduce experimental

conditions, such as the turbulence decay.

The MTU-T161 turbine cascade (described by [1]), consid-

ered in this work, is representative of high lift low pressure

turbine airfoils used in modern jet engines. The cascade fea-

tures diverging end walls, such that the flow cannot be studied

using a simple spanwise periodic setup. Several publications

[2], [3], [4] and [5] presented non-protected experimental and

numerical studies of the MTU-T161 for Re=90,000 obtained

by different solver and numerical approaches.

In this work, we investigate the influence of the inflow tur-

bulence on the midspan flow of the three-dimensional LPT

cascade MTU-T161 at a Reynolds number of 90,000 using

Large Eddy Simulation (LES). For this purpose, two cases

are considered. The first simulation exhibits free-stream tur-

bulence as in the experimental campaign (FST case). The sec-

ond case does not include any free-stream turbulence (Clean

case). The effects of the free-stream turbulence on the pro-

file pressure distribution and total pressure loss in wake are

investigated. Additionally, the midspan flow of both cases is

investigated regarding the entropy generation and turbulence

anisotropy. The LES results are also held against conventional

RANS methods to compare the capability of the RANS meth-

ods to capture the separation bubble and the corresponding

losses. The results emphasize the need of synthetic turbulence

in numerical tools to reproduce industrial relevant conditions.

NUMERICAL METHOD

The calculations of the MTU-T161 configuration were con-

ducted using the solver TRACE, which is developed at the

Institute of Propulsion Technology in the Department for Nu-

merical Methods of the German Aerospace Center (DLR) and

MTU AeroEngines AG. TRACE has been used for LES of

LPT application in the past ([6], [7]). The LES calculations

in TRACE solve the filtered compressible Navier-Stokes equa-

tions using a second-order accurate, density-based finite vol-

ume scheme applying MUSCL reconstruction. The subgrid-

stresses are computed by the WALE model developed by [8].

A one-dimensional characteristic non-reflecting boundary con-

dition implemented by [9] is used at the domain outlet to

drive the time- and surface-averaged boundary state towards

the prescribed values (static pressure). At domain inlet, a

Riemann boundary condition is applied to set the stagna-

tion pressure, stagnation temperature and flow angles. To

reproduce realistic operating conditions, synthetic turbulent

fluctuations in the inflow are introduced. The synthetic tur-

bulence generator in TRACE uses the prescribed turbulent

length scale and the Reynolds stress tensor components to

represent the fluctuation field at the inlet based on superpo-

sition of Fourier modes ([10]).

RESULTS

The isentropic Mach number distribution in Figure 1 indi-

cates, that the Clean case shows on both suction and pressure

side considerably larger separation bubbles. The suction side

flow, in the Clean case, does not reattach at the trailing edge

causing an open separation bubble with a massive separation.

On the other hand, the FST case, shows smaller separation

bubbles on both suction and pressure surfaces. The difference

in the separation bubble sizes is due to the influence of the

free-stream turbulence on the boundary layer flow and the en-

hanced entrainment rate of the shear layer. In FST case, the

free-stream turbulence enters the boundary layer, the velocity

fluctuations grow up rapidly to produce the Reynolds stress,

which in turn accelerates the transition to a fully turbulent

state.

The momentum transfer from the mean flow toward the sur-

face promotes the suppression of the separation bubble and

a flow reattachment on the suction side. However, it should

be noted that the FST is still classified as a ”long separation
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bubble” case.

The influence of the massive separation and the open sep-

aration bubble on the total pressure loss in the wake area

(at x/lax = 0.4), is very clear in the Figure 2. We see much

higher peak and wider loss values for the Clean case. It should

be noted that the results (blade pressure distribution and to-

tal pressure wake loss) of the FST case have been validated

against experimental results in the previous publications [3]

The anisotropy and entropy analysis show very different be-

havior for the two cases. Especially the passage flow is gov-

erned by different turbulent states. The FST case shows

two-component turbulence state in the passage flow, while the

Clean case is mostly governed by the one-component turbu-

lence. When looking at the entropy contour (not shown in

Abstract) we see a strong correlation between the separated

shear layer and the generated losses. The entropy related to

the turbulence production starts to rise along the separated

shear layer and contributes the most to the overall entropy.
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Figure 1: Relative isentropic Mach number distribution of LES

for clean and FST cases at 50% span

Figure 2: Relative Total pressure wake loss coefficient distri-

bution of LES for clean and FST cases at 50% span
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INTRODUCTION

The recent landings on Mars by the Chinese probe

Tianwen-1, the U.S. rover ’Perseverance’, and the upcoming

European ’Rosalind Franklin’ mission highlight the signifi-

cance of in-situ exploration on Mars. However, in this con-

text, recent and past failures underscore the critical nature

of traversing the atmosphere. Indeed, the entry and descent

phases of an interplanetary probe are characterised by com-

plex aerodynamic phenomena [1]. Initially, these phenomena

arise from the supersonic flow behaviour around the capsule.

Subsequently, additional complexity emerges from the inter-

action between the existing flow instabilities and the deployed

parachute, which is employed to decelerate the payload to

the surface. Predicting these phenomena proves exceedingly

challenging, given that they manifest in a compressible flow

regime characterised by high Mach and Reynolds numbers.

Conducting experimental campaigns faces difficulties due to

the extreme environmental conditions to replicate and the

prohibitive costs associated with suitable facilities. Standard

computational approaches typically yield confined results, fo-

cusing solely on the general steady aerodynamic response of

the system [2, 3]. Further work is then required with the use

of a time-resolved representation of the fluid dynamics. As a

result, the aim of this study is to address this demand by

performing high-fidelity unsteady aerodynamics simulations

through the recent advancements of the parallel computing

scene, boosted by the promising ongoing development of GPU

technology. We employ Large-Eddy Simulation to initially

model the time-evolving flow around a Mars reentry capsule,

examining flow behaviour at different configurations (0, 5, 10,

and 15 degrees of angle-of-attack) prior parachute deployment

(Ma = 2). Subsequently, a rigid decelerator representing a

deployed parachute is introduced into the simulation to char-

acterise the flow instabilities arising from the interaction of

the turbulent wake of the capsule with the trailing decel-

erator. With multiple simulations we determine with high

accuracy the supersonic flow around both the capsule and the

parachute; special emphasis is placed on analysing the turbu-

lent structures that contribute to the oscillatory and unsteady

dynamics, as well as the ’breathing cycle’ produced by the

interaction of the two system together. Subsequently, the ob-

jective is to further describe these phenomena using low-order

methodologies (e.g., POD) and modelling.

SIMULATIONS SETUP

Three-dimensional compressible Navier-Stokes equations

are solved with the high-order finite difference solver

STREAmS [4]. Turbulent structures are ultimately identified

using the implicit Large-Eddy simulation (ILES) approach;

in this way, conventional LES turbulence modelling has been

omitted, using instead the numerical dissipation given by the

domain discretisation as artificial viscosity acting at small

scales. No-slip and no penetration wall boundary conditions

on the body are enforced through an integrated Immersed-

Boundary Method (IBM) algorithm. The domain employed

for all the simulations has a size of Lx = 20D, Ly = 10D,

Lz = 10D, where D is the maximum diameter of the cap-

sule; parachute’s diameter is set to 2.57D. Two different

computational grids have been employed, one for only the cap-

sule and one for the capsule-parachute system, consisting of

Nx ·Ny ·Nz = 2048 ·672 ·672 and Nx ·Ny ·Nz = 2560 ·840 ·840

nodes, respectively. The grid density changes in both axial and

transverse directions, gaining resolution in the central portion

of the domain; position of the capsule’s nose is set at [1D, 0, 0]

while the parachute center lies at [10D, 0, 0]. Computations

have been carried out on CINECA’s Marconi100 cluster, em-

ploying GPU paralelisation. The simulation was performed

at Ma = 2 and Re = 10
6
to simulate the beginning of the

descent phase in the Mars’ atmosphere.

RESULTS

Zoomed-in views of the instantaneous density ratio con-

tours are presented in fig. 1, top, for the descent capsule in

all the four cases. LES technique provides an high fidelity

representation of the wake flow, solving precisely flow eddies

from large to small scales. As expected, we observe a de-

tached bow shock and the generation of an expansion fan at

the shoulders of the probe; flow separation occurs causing a
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suction effect on the surface of the backshield that forces the

fluid to flow backward. This is connected to the high value

of the drag coefficient generated by a typical blunt body. At

the trailing end of the capsule a recompression shock then de-

velops as the discontinuities progressively blend together to

form a distinct shock. Comparing the four different cases, we

observe how the recirculation region and the wake width at

neck point reduce as the angle of attack of the capsule rises,

as similarly observed by [5]. This is associated to the flow

being slightly faster as it turns around the capsule, causing

the recompression to appear early. Turbulent kinetic energy

distributions reveals that most of the fluctuations in the flow

field are concentrated at the back of the capsule, with a peak

close to the overlap of the wake with the recompressive shock

wave. The peak moves upstream together with the neck point

as the angle of attack increases. To further characterize flow

fluctuations, Discrete-Fourier-Transformation (DFT) analysis

was applied to the time-oscillating lift force observed in all

the three non-zero angle of attack configurations. All of them

manifested a common low frequency content of about 30 Hz

(≈ 0.2 in the Strouhal number). Higher frequency contents

(≈ 0.4 and 0.6 in the Strouhal number) appear as the angle of

attack increases from 5° to 15°; related futher details can be

found in the reference paper [6].

Figure 1: Top panel: instantaneous density ratio contours

of the capsule at AoA = 0°, 5°,10°, 15° (y/D = 0 cross sec-

tion, zoomed-in) - bottom: capsule-parachute system (y/D =

0 cross section, full view).

Full-view of the density ratio contour field of the capsule-

parachute system case is given in figure 1, bottom. The

capsule bow shock is steady, as well as the subsonic region

between the shock and the capsule. On the contrary, the

flow appears more unstable in the canopy region: the source

of this instability is the turbulence shock interaction occur-

ring due to the passage of the turbulent wake of the descent

module through the bow shock of the parachute. The inten-

sity of turbulence carried by the wake is amplified as the flow

travel across the canopy bow shock (turbulence ingestion by

the shock), leading to large fluctuations of momentum and

pressure. In addition, being disrupted by the irregularities

of the wake, the canopy bow shock does not reach a steady

state and shows an oscillatory motion. This motion is related

to the parachute ’breathing cycle’, which is present regardless

the parachute rigidity. The ’breathing’ motion involves inho-

mogeneous pressure/density fluctuations, leading to large drag

variations, despite the canopy area remaining constant. Main

cause of the ’breathing’ cycle seems to be the aerodynamic

interaction between capsule wake and canopy bow shock. In

real applications of flexible parachutes, canopy deformations

couple with this interaction, amplifying drag variability [7].

CONCLUSIONS

The present work proposes high-fidelity time-evolving sim-

ulations of an entry capsule in a supersonic flight regime at

different attitudes together with results of a simulation of the

capsule interacting with a trailing parachute, employing LES

and IBM techniques. The intent is to contribute to the under-

standing of the unsteady dynamics that arise in this critical

situation, gaining insights on the optimal design choices to

ensure a safe atmospheric entry and a successful landing pro-

cedure. Turbulent structures are effectively solved via ILES

technique, allowing us to evaluate the flow properties and

the capsule’s response both in space and time. Relatively to

the capsule-parachute interaction, we show how the critical

‘breathing’ instability associated to supersonic decelerators is

intrinsically connected to the interaction of the turbulent wake

flow of the descent module and the front bow shock produced

by the parachute. To overcome the limitation of the current

setup and further extended the representation of its dynam-

ics, the implementation of a novel immersed boundary method

technique is in progress, allowing the solution of flexible thin

membranes. This will allow to proper represent both the en-

tire deployment sequence and the system unsteadiness in all

its components, thus providing the full representation of the

‘breathing’ dynamics.
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INTRODUCTION

The requirements for performing Large Eddy Simulations

(LES) using high-order spectral h/p element methods of the

flow around complex geometries at high Reynolds (Re) num-

bers are investigated, focusing on the development and evo-

lution of vortical systems. LES typically employs a model in

the near-wall region or a filter to exclude small-scale informa-

tion, which can be challenging to fine-tune in order to capture

the load, transition mechanism, and formation of vortical

structures. Spectral h/p element methods are a promising

alternative for conducting wall-resolved LES without the ne-

cessity of a wall model or a filter. However, these methods

introduce different concerns relevant to numerical accuracy,

the influence of the stabilization on the flow resolution, and

computational cost. To address these concerns, an industrial

benchmark, the Imperial Front Wing (IFW), is examined. The

IFW is a Formula 1 multi-element wing configuration, as seen

in Figure 1, based on the McLaren 17D race car from 2003,

which was never raced.

Figure 1: Imperial Front Wing [1] A: Nose Cone, B: Gurney

Flap, C: Canard, D: Endplate, E: Footplate, Yellow Arrow:

Mainplane Chord Length, Blue Arrow: Ride-Height (distance

between footplate and ground), Dashed line: Symmetry Plane,

Orange Arrow: Location of the slice y = -250 mm (distance

from the symmetry plane)

Previous studies for this numerical configuration have pri-

marily focused on the integral values such as lift and drag coef-

ficients and the validation with available experimental results.

Pegrum[5] introduced the IFW test case and conducted an ex-

perimental survey for the vortical system evolution emerging

from the IFW, an isolated wheel, and their combination. Bus-

cariolo et al.[1] repeated an experimental survey only on the

IFW using high-frequency Particle Image Velocimetry (PIV).

They simulated the IFW for the first time using the spectral

h/p element method and reported good agreement with the

updated experimental results. However, their study is lim-

ited to investigating the time-averaged fields. O’Sullivan[6]

investigated different simulation methodologies from lower to

higher fidelity and compared them against the information in

[1] based on the integral values and the averaged shear-stress

patterns. Slaughter[3] examined a simplified configuration of

the IFW, which is a 2D slice across the spanwise location of

y = -250 mm and includes the airfoil profiles of the three ele-

ments.

This study extends the data set supplied in Buscariolo et

al.[1] by including the pressure and friction coefficient distri-

bution, vortex path and intensity, quantitative measures for

assessing convergence, and turbulence transition. The non-

dimensional magnitudes are correlated against the shear-stress

visualization figures to understand the flow dynamics, such as

the transition mechanism and separation. A vortex tracking

technique is deployed to monitor the development of the vorti-

cal system, vortex interactions, and core’s path. Additionally,

it provides guidelines for performing LES simulations using

spectral h/p methods within an industrial environment for

complex geometries at high Re.

NUMERICAL METHOD AND PROBLEM DESCRIPTION

The unsteady flow around the IFW at a Re = 2.2 × 10
5

is described by the incompressible Navier-Stokes equations,

which are non-dimensionalized and discretized using a contin-

uous Galerkin projection. The characteristic time, or Convec-

tive Time Unit(CTU), is the needed time for the flow to travel

one characteristic length with the free-stream velocity. The

flow variables are approximated using high-order polynomials.

The high-order velocity correction splitting scheme[2] is em-

ployed to decouple the pressure from the velocity while main-

taining high-order accuracy in time via Nektar++[8]. Nek-

tar++ is an open-source framework for solving unsteady par-

tial differential equations using spectral h/p element method.

An unstructured, conformal high-order mesh is created, in-

cluding only prisms and tetrahedrons through NekMesh [7],

the mesh-generation utility of Nektar++.
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The simulation is initialized from another velocity field with

lower fidelity, and the pressure is set to zero for T = 0. It has

run until T = 7.34CTUs, and the flow fields have been aver-

aged from T = 4.64CTUs to T = 7.34CTUs. The averaging

process for the integral values has started from T = 1 until the

latest available time. The current mean and standard devia-

tion values for the lift and drag coefficients are summarized in

Table 1. The simulation has not run long enough for the mov-

ing averages to converge since the standard deviation of the

lift coefficient is above 5%. Nevertheless, good agreement is

observed with the reference case described in [1]. The results

obtained from the fully converged simulation will be available

in time for the conference.

Symbol Reference Current Difference [%]

Mean CL -5.54 -5.49 0.90

Mean CD 0.575 0.576 0.17

Std Deviation CL[%] N/A 11 N/A

Std Deviation CD[%] N/A 1 N/A

Table 1: Mean and Standard Deviation for the Lift and Drag

Coefficients

Figure 2: Full Scale Comparison of the Spanwise Ve-

locity Component between Experiments(Left) and Nek-

tar++(Right)

Figure 3: Full Scale Comparison of the Normal Velocity Com-

ponent between Experiments(Left) and Nektar++(Right)

The preliminary averaged fields for pressure and velocity are

compared against the averaged high-frequency PIV planes

from the experimental survey in [1]. There are five planes

available for validation. For one of these planes, the compari-

son between the experimental velocity fields and the numerical

ones are presented in Figures 2 and 3 for the spanwise and nor-

mal components, respectively. The main vortical structures

are captured in both figures and are in agreement with [5].

The location for each vortex core can be clearly seen in Figure

4, especially in the Total Pressure plot, where each vortex is

Figure 4: Total Pressure and Pressure Coefficient at X = -294

mm from Nektar++, 1: Main Vortex, 2: Endplate Vortex, 3:

Canard Vortex, 4: Footplate Vortex

numbered and named. In detail, the footplate vortex(number

4) is formed of two vortices that have merged, leading to an

elongated shape as seen in Figure 4. Its shape can be at-

tributed to the evolution of this vortex with time. The large

standard deviation of the lift coefficient can also be connected

to the development of the footplate vortex. The shape and

the strength of the vortex change with time, directly affecting

the overall downforce produced by the IFW.
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INTRODUCTION

Aircraft engines are the primary source of noise during

take-off and landing. In order to reduce noise, engine nacelles

are equipped with noise control devices called acoustic liners.

Acoustic liners consist of a porous facesheet and a solid back-

plate with a honeycomb core in between the two. Acoustic

liners have a characteristic resonance frequency that can be

tuned to the dominant frequency of the engine fan for noise

reduction. Acoustic liners are widely used and represent the

state of the art in engine noise reduction. However, they tend

to increase aircraft drag. The increase in drag has always been

accepted as a necessary compromise, and acoustic liners have

primarily been studied and optimised from an acoustic per-

spective, so far. An in-depth understanding of how acoustic

liners impact engine aerodynamics is, therefore, lacking.

Most numerical studies available in the literature are lim-

ited to isolated Helmholtz resonators [1], or the use of modelled

boundary conditions [2]. Extending our previous fully resolved

Direct Numerical Simulation (DNS) of realistic acoustic liner

geometries in turbulent channel flows [3, 4], we present new

DNS results of a turbulent boundary layer over fully resolved

acoustic liners arrays, wherein the complexity of the geometry

is handled using an immersed boundary method.

METHODOLOGY

We perform DNS of a turbulent boundary layer over acous-

tic liners using the solver STREAmS [5]. The simulation

is performed in a rectangular box of size Lx × Ly × Lz =

115δ0 × (15 + k)δ0 × 5δ0, where δ0 is the inflow boundary

layer thickness, and k is the depth of the acoustic liner. The

freestream Mach number is M = u∞/c∞ = 0.3, where u∞ is

the freestream velocity and c∞ is the speed of sound based on

freestream conditions, and the friction Reynolds number varies

in the range Reτ ≈ 1000–2400. The domain consists of an ini-

tial smooth wall region of length Lx,s = 45δ0, followed by an

acoustic liner array that extends from x/δ0 = 45 to the end

of the domain, x/δ0 = 115. The compressible Navier–Stokes

equations are discretized on a Cartesian grid with a mesh size

Nx × Ny × Nz = 21504 × 672 × 1120. The geometry of the

acoustic liner with a porosity σ = 0.322 is similar to the one

considered by Shahzad et al. [3]. Figure 1 shows an instanta-

neous flow field from DNS of the acoustic liner, depicting the

vortical structures visualised using the Q-Criterion. Figure 1

also shows a top view of the acoustic liners. We also study in

the influence of the acoustic waves on the aerodynamic char-

acteristics of acoustic liners by imposing an outflow pressure

po = Asin(2πfrt), where A is the amplitude of pressure wave,

t is the time and fr is the resonance frequency of the acoustic

liner.

RESULTS

Figure 2 (a) shows the mean streamwise velocity compari-

son between the smooth wall region and the liner region, in the

absence of incoming acoustic waves,. A clear downward shift,

∆U+
, of the viscous-scaled mean velocity profile with respect

to the smooth wall is visible, which is a clear symptom of drag

increase. However, the differences between the smooth wall ve-

locity profile and that of the acoustic liner originate primarily

near the wall and the velocity profiles are essentially paral-

lel in the outer layer, indicating that Townsend’s outer layer

similarity hypothesis holds for the streamwise velocity. We

find that the inverse of the viscous scaled wall-normal Forch-

heimer permeability, 1/α
+
y , is the relevant permeability for

acoustic liners, which confirms the conclusions of Shahzad et

al. [3]. Figure 2 (b) shows a comparison between the ∆U+

of the boundary layer simulation and channel flow simulations

[3]. The good match between the channel flow results and the

boundary layer, despite the different cavity depth and reso-

nance frequency, is because cavity resonance is significantly

less important in the absence of tonal forcing due to an acous-

tic wave. Figure 3 shows an x-y plane of the instantaneous

density field in the presence of acoustic waves of amplitude

corresponding to a sound pressure level, SPL= 150dB at the

outflow. This ongoing unprecedented fully resolved simulation

with incoming acoustic waves will help us provide a complete

picture of how acoustic liners interact with the flow, delineat-

ing the influence of acoustic waves and roughness.
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Figure 1: Instantaneous flow field of the boundary layer simulation. Orifice configurations within a single cavity are also shown at

the top left. Vortical structures are visualised using the Q-Criterion, coloured by the streamwise velocity.

100 101 102 103

y
+

0

5

10

15

20

25

30

ũ
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Figure 2: Mean streamwise velocity normalised by the friction velocity (a) as a function of the wall-normal coordinate. Different

line types represent different streamwise locations in panel (a): triangles represent a region with liners after the smooth-rough

transition point and dashed line represents a location within the smooth region. ∆U+
(b) as a function of the viscous-scaled

inverse of the Forchheimer coefficient. In (b), the filled inverted triangle represents ∆U+
of the current simulation whereas the

empty symbols represent data of channel flow simulations [3]. Filled circles are Nikuradse’s data for sand-grain roughness.

Figure 3: Instantaneous density field in an x−y plane at z/δ0 = 0.25. Acoustic waves enter from the domain outflow at (x−xs) = 70,

where xs is the location of the smooth-to-liner transition.
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Figure 1: Hexagonal close-packing of spheres. The flow is

driven by a sinusoidal pressure gradient and is triply periodic.

INTRODUCTION

In [14, 15] we investigated oscillatory flow through a sphere

pack (figure 1) using direct numerical simulation. This case

represents an idealisation of flow in regenerator-type cryocool-

ers [12], catalytic packed-bed chemical reactors [17] and

wave-induced flow through coral reefs [10]. In such appli-

cations, one is often interested in the distribution of the heat

or mass transfer rate over the pore walls [3], which is strongly

influenced by the wall shear stress distribution (especially for

high Prandtl or Schmidt numbers) [13]. Also, the wall shear

stress field has been used to determine the flow topology in

packed beds, especially to find recirculation zones [9].

In the analysis of the wall shear stress topology, one aim is

to construct a topological skeleton consisting of critical points,

where τ⃗w = 0, and separatrices [6, 7, 11]. For curved walls,

it is difficult to determine the critical points, since the tan-

gential component of a piecewise linear wall shear stress field

is discontinuous along the edges of the mesh; this may lead

to multiple detection of critical points [16]. This has been

partially addressed by Wang et al. [16], who proposed to use

the Poincaré index to identify and classify critical points. A

further complication in the present geometry is that the mesh

contains holes near the contact points of the spheres.

The Poincaré index is defined for closed curves in a vector

field and measures the number of rotations of the normalised

vector τ⃗w/ |τ⃗w| as the curve is traversed in counterclockwise

direction [1]. If a closed curve does not enclose a critical point,

the Poincaré index is 0, if it encloses exactly one critical point,

Figure 2: Different configurations of the sign change sc and

index ind in a triangular mesh following Gortler et al. [5]. The

arrows indicate the direction of the 1-form cij .

the Poincaré index is nonzero (−1 for saddles, +1 for nodes);

and if it encloses multiple critical points, the Poincaré index

is the sum of the indices of the enclosed critical points. The

Poincaré-Hopf theorem states that the sum of the Poincaré

indices of all critical points of a vector field is equal to the

Euler characteristic χ of the manifold on which it is defined

[4, 8]. For a closed manifold, this implies that the number

of nodes N minus the number of saddles S is equal to the

Euler characteristic N − S = χ. The Euler characteristic of a

polygonal mesh is defined as χ = V −E+F with the number

of vertices V , edges E and faces F , and depends only on the

topology of the manifold. The Poincaré-Hopf theorem can be

used to check the consistency of vector fields obtained from

experiments [4, 7].

In the present case, the wall shear stress field is considered

on spherical meshes with 12 holes. Unfortunately, the method

of Wang et al. [16] does not account for mesh boundaries,

where critical points may occur in the wall shear stress com-

ponent tangential [8] or normal [4] to the boundary, thus

violating the Poincaré-Hopf theorem. Therefore, we present a

method to identify critical points in the wall shear stress field

for meshes with and without boundaries that is guaranteed to

be consistent with the Poincaré-Hopf theorem.

A DISCRETE POINCARÉ-HOPF THEOREM

Our method is based on a discrete version of the Poincaré-

Hopf theorem for closed meshes by Gortler et al. [5]. The

vector field (wall shear stress) is encoded as a 1-form, which

is an edge-based representation of the vector field [2]. For an

edge between the points P⃗i and P⃗j , the “discrete 1-form” is

computed as [2]

cij =
1

2
(τ⃗w,i + τ⃗w,j) ·

(

P⃗j − P⃗i

)

. (1)

Gortler et al. [5] defined the index of a vertex v and a face f
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in terms of the sign changes sc(v) and sc(f) in the values of

the 1-form as the adjacent sectors are traversed in order as

ind(v) =
2− sc(v)

2
, (2)

ind(f) =
2− sc(f)

2
. (3)

As can be seen from figure 2, the index is non-zero for singular

vertices and faces, i.e. nodes, saddles and foci, and is zero for

non-singular vertices and faces. For a non-zero 1-form on a

closed oriented manifold mesh with vertices V and faces F ,

the sum of the indices

∑

v∈V

ind(v) +
∑

f∈F

ind(f) = χ (4)

is equal to the Euler characteristic of the mesh [5].

For meshes with boundary, we modified the index formula

for vertices in the following manner

ind(v) =

{
2−sc(v)

2
if v ∈ intV ,

1−sc(v)
2

if v ∈ ∂V ,
(5)

where sign changes outside the mesh are not counted. The

proof of an index formula analogous to equation (4) is based

on the finding that sc(v)+sc(f) = 1 for any sector of the mesh

and on the definition of the Euler characteristic.

METHODOLOGY

We apply the discrete Poincaré index to a direct numeri-

cal simulation dataset of oscillatory flow through a hexagonal

sphere pack. We consider the case MF4 [14] which has a

Reynolds number Re = ⟨u⟩s d/ν = 73, where ⟨u⟩s is the su-

perficial volume-averaged velocity, d is the sphere diameter

and ν is the kinematic viscosity, and a Womersley number

Wo =
√

Ωd2/ν = 31.62, where Ω is the frequency of oscilla-

tion. The wall shear stress is not available from the immersed

boundary method employed for the simulations [15]. Hence,

the instantaneous velocity fields were interpolated to spherical

meshes of diameter d+ 2h and the wall shear stress was com-

puted by the linear approximation. The wall shear stress is

then projected onto the edges of the mesh according to equa-

tion (1) and the degenerate case cij = 0 is perturbed such

that cij > 0 if i < j, giving each edge a well-defined direction.

RESULTS

Figure 3 shows the instantaneous wall shear stress at the

maximum superficial velocity. The critical points are classi-

fied according to their discrete Poincaré index as saddles (−1),

half-saddles (− 1
2
), half-nodes ( 1

2
) and nodes (+1). The posi-

tions and types of the critical points generally agree with the

method of Wang et al. [16], but additional half-integer critical

points are identified near the contact points and at the sections

through the spheres. A separation region is found behind the

contact points which has the same topology as described by

Karabelas et al. [9] based on an experimental investigation.
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The broadband noise generated within a fan-OGV stage
and partly caused by the interaction between shockwaves
and turbulent structures cannot be easily modelled due to
the stochastic nature of the flow. High fidelity numerical
methods are able to simulate with sufficient accuracy the
characteristics of the flow. LES of the ECL5 fan/OGV
stage are performed using the AVBP solver developed by
CERFACS. The purpose of those simulations is to locate and
characterize broadband noise sources.

LES are performed on the ECL5 fan/OGV stage, an open
test case designed at École Centrale de Lyon [1, 2, 3]. The
stage is made of 16 rotor blades and 31 stator blades.

The computational cost of the LES is reduced by computing
a periodic sector of the fan/OGV stage. In order to preserve
the periodic extent for the rotor and the stator domains, the
initial 31 vanes are adapted to 32 vanes. Fan stage perfor-
mance is maintained by adjusting the chord length of the vanes
[4]. The computational domain is represented in Figure 1.

Figure 1: Computational domain of the ECL5 fan/OGV stage
for the LES. Rotor domain is colored in red. Stator domain is
colored in blue.

The present work is performed at the design point of the
ECL5 at nominal speed (Ω = 11 000RPM). The corresponding
inflow axial Mach number is 0.53 and the inlet relative Mach
number at the fan blade tip is slightly above 1. The blade
passage frequency is equal to 2933Hz.

Simulations of the ECL5 fan stage are performed using
AVBP, an explicit unstructured fully compressible LES solver
developed by CERFACS [5, 6, 7]. For turbomachinery ap-
plications, the resolution is performed over two domains: a
rotating domain containing the rotor blade and a static do-

main containing the stator vanes. A third order interpolation
is performed at every time-step to couple the domains. The
coupling is ensured by the MISCOG methodology [8, 9]. Com-
putational performance is preserved using the CWIPI library
(ONERA) [10].

The computations are carried out using a third order Two-
step Taylor Galerkin (TTGC) convection scheme [11]. Unre-
solved turbulent eddies are modelled using the SIGMA sub-
grid scale model [12]. Shockwaves are handled using Cook
and Cabot hyperviscosity model [13]. Non-reflecting Navier-
Stokes characteristic boundary conditions (NSCBC) are used
both at the inlet and at the outlet [14]. A wall function (lin-
ear law below y+ = 11.45, log law otherwise) is used near the
walls in order to limit the computational cost [15, 16]. The
time step for the simulation is slightly above ∆t = 1.6 · 10−8s.
The computational time is 200 × 103 CPUh for one rotation.
The simulations are performed on a hybrid unstructured mesh.
The mesh contains approximately 100 millions cells. It is de-
signed to propagate acoustic waves one chord length upstream
and downstream of the blade up to 15kHz [17]. The charac-
teristic size of the elements is shown at 80% of the span in
Figure 2. The dimensionless wall-normal distance y+ of the
first prismatic layer is under 35 on the blades skin.

Figure 2: Characteristic size of the elements in millimeters.
The reference value for the refined area is 0.8 mm. The mesh
is progressively coarsened in order to limit acoustic reflections.

Three full rotations of the rotor have been performed. An
iso-surface of the Q-criterion, colored by the relative Mach
number is represented in Figure 3. The boundary layer in the
supersonic region remains mainly laminar, and the transition
is induced by the shockwave. A corner separation is noticed
near the hub. Intense turbulent structures are found in the
tip region. The average axial velocity at 80% of the span is
shown in Figure 4 as well as the sonic line near the suction
side of the rotor blade. The shockwave thickens the boundary
layer, leading to wide rotor wakes.
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Figure 3: Isosurface of the Q-Criterion (Qc2/U2 = 20) colored
by the relative Mach number.

Instantaneous pressure fluctuations at 80% of the span are
shown in Figure 5 as well as the sonic line. Different noise
sources are contributing to this acoustic field such as trailing
edge noise, shockwave noise and interaction noise due to the
rotor wakes interacting with the vanes leading edge. It can
be observed that the acoustic waves propagating upstream,
through the rotor, do not penetrate the supersonic regions
and seem to be guided inbetween them.

Figure 4: Average axial velocity at 80% of the span. The sonic
line in the relative mean flow is represented in black.

Figure 5: Instantaneous pressure fluctuations in both rotor
and stator domains. Only a radial slice at 80% of the span
is represented. The sonic line in the relative mean flow is
represented in black.

Beyond the average and instantaneous fields, the simula-
tion is monitored with over 4 000 unsteady probes recording
thermodynamic and velocity variables with a sampling fre-
quency around 97kHz. Those probes are located all over the

blade skin, in the tip region, in the wakes, and in planes up-
stream the rotor blades, downstream the stator vanes and in
the interstage.

The purpose of the study is to assess acoustics models using
LES data and suggest modifications to take into account the
presence of the shockwave. For this purpose, 8 full rotations
of the ECL5 fan stage are planned. The resulting analysis
including converged and well resolved acoustic spectra will be
presented at the conference.
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Exposure to shock-wave/turbulent boundary-layer interac-

tions (STBLIs) with substantial flow sepratation poses a sig-

nificant risk of structural damage in high-speed flight [1]. Due

to their characteristic low-frequency unsteadiness [2], STBLIs

impose intermittent and high-amplitude loads on the surface

that may excite resonant modes of lightweight skin-panels and

induce high-cycle fatigue [3]. The few available studies of these

complex fluid-structure interactions (FSIs) confirm that STB-

LIs can efficiently trigger low-order modes of panel vibration

[4]; however, questions related to the coupling mechanism, the

corresponding modulation of the STBLI dynamics as a result

of the panel motion and the particular role of static and dy-

namic panel deformations remain still open.

Motivated by these questions, we conducted wall-resolved

LES of a Mach 2.0 impinging STBLI over a flexible thin-panel

to investigate the resulting dynamic coupling. A partitioned

FSI approach, comprising a flnite-volume fluid solver and a

finite-element structural solver, was employed for the calcu-

lations [5] and the solution has been integrated for a very

long time to properly resolve low-frequency dynamics. The re-

sulting mean panel deflection served as a rigid-wall geometry

in a subsequent, long-integrated simulation aiming to discern

effects caused by static surface displacements from those as-

sociated with the panel motion. Results are compared against

the baseline configuration, an impinging STBLI flow over a

flat-rigid wall.

An instantaneous impression of the flow field for the FSI

case is provided in figure 1(a) and illustrates the investi-

gated STBLI topology. Contours of zero streamwise velocity

show the substantial flow separation, which is characteristic

of strong interactions. The vertical displacement history of

the quarter point location along the panel is shown in fig-

ure 1(b) and confirms the strong aeroelastic coupling over a

broad frequency range. The resulting mean panel deformation

is included in figure 2(a) and is consistent with the selected

impingement location and the prescribed constant value of

the cavity pressure, which corresponds to the average wall-

pressure of the baseline STBLI over the region where the

panel is located. The power spectral density (PSD) map of

panel displacements in figure 2(b) provides an indication of

the dominant vibration modes and their respective frequen-

cies. We find that the first three bending modes of the panel

oscillation contribute most to the unsteady panel response,

and the corresponding frequencies appear in close agreement

with natural oscillation frequencies of the pre-stressed panel

(i.e., loaded with the mean wall-pressure field from the coupled

STBLI) rather than those for the unloaded flat configuration.

This highlights the importance of the mean panel deformation

and the corresponding stiffening in the FSI dynamics.

Furthermore, statistics of wall-properties in figure 3 illus-

trate the impact of static and dynamic surface displacements

on the flow. Skin-friction distributions in figures 3(a) show

a clear increase in the streamwise extent of the recircula-

tion region in presence of either the flexible or deformed-

rigid panel, with no noticeable differences between the two.

However, dynamic panel displacements significantly influence

the separation-shock dynamics, evident from the higher wall-

pressure fluctuation intensity at its foot in figure 3(b). This

claim is further substantiated by spectral analysis of the

separation-shock location signal, shown in figure 4, which re-

veals a dominant peak associated with the first bending mode

of the panel oscillation that coexists with (rather than re-

places) the characteristic low-frequency content of STBLI.

Based on the present results, unsteady FSIs involving STB-

LIs and flexible panels are likely to accentuate rather than

mitigate the undesirable features of STBLIs. Even though

results may vary depending on impingement location, interac-

tion strength or cavity pressure, the use of flexible structural

components as passive flow control devices (as hypothesized

in literature) is not supported by the present findings.
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Figure 1: (a) Instantaneous STBLI flow over the flexible panel, and (b) vertical displacement history of the quarter point location

along the panel length. Solid lines in (a) indicate instantaneous (black) and mean (yellow) isocontours of zero streamwise velocity,

while hatching marks the rigid (gray) and flexible (white) segments of the surface. The corresponding friction Reynolds number

at the inviscid impingement point ximp in absence of the shock is Reτ = 1226, and ximp is set at 60% of the panel length. The

displacement signal in (b) is normalized with the panel thickness h, and the initial transient is shown in red.
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Figure 2: (a) Mean panel deflection (black) together with the envelope of all instantaneous deflection shapes (blue shade), and (b)

pre-multiplied PSD map of displacement signals (the employed colormap increases linearly from white to black). The rigid segment

of the surface is shaded in gray for reference.
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Figure 3: Time- and spanwise-averaged (a) skin-friction, and (b) wall-pressure RMS. Color legend: STBLI over (blue) a flat

wall; (black) the deformed-rigid panel; (red) the flexible panel. Markers in (b) indicate the corresponding mean separation and

reattachment points.
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Figure 4: Time evolution of the spanwise-averaged separation-shock position referenced with respect to the mean shock position

of the baseline STBLI. Arrows and vertical bars indicate the corresponding mean and standard deviation of each signal, and the

panel on the right shows its associated pre-multiplied PSD. For the color legend, see the caption of figure 3.
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INTRODUCTION

The grid directly controls the accuracy, robustness and

computational cost of most PDE solution techniques, yet

it is often generated manually with decisions (grid-spacing,

stretching functions, etc) based on user expertise. The over-

arching objective of the present work is to create a grid-

adaptation methodology in which this entire process is per-

formed by algorithms. The first step of this process is to

estimate, from the result of a solution on a prior grid, what

a more “optimal” grid resolution would be; this step requires

the estimation of the residual (=source of error) and how this

varies with the grid resolution in different directions. The

resulting “optimal” grid resolution is then encoded in a Rie-

mannian metric field M, defined such that the optimal grid

has elements of unity length in every direction, i.e., for which

liMij lj = 1 for every element edge li. The second step of

a grid-adaptation process is to generate a new grid that sat-

isfies, as best as possible, the grid-resolution encoded in the

Riemannian metric field. This type of “metric-conforming”

grid-generation has been done before for unstructured grids;

the objective of the present work is to develop a method to

achieve this for structured grids.

METHODOLOGY

A structured grid is defined by the coordinate mapping

x(s). The size of an element in computational space is ∆sα

in direction α = 1, 2, 3; the vector defining the size and ori-

entation of an element in physical space in this direction is

l
(α)
i = ∆sα ∂xi/∂sα, with no summation on α. In this work,

the grid is defined as the one that minimizes the functional

∫ [
3∑

α=1

m
2
α + λ

(
g
2
12 + g

2
13 + g

2
23

)
]

dV (1)

where the first term penalizes the resolution misfit

mα = ∆s
2
αMij

∂xi

∂sα

∂xj

∂sα
− 1, α = 1, 2, 3,

and the second term penalizes non-orthogonality, with gij be-

ing the metric tensor of the coordinate mapping. The solution

to this minimization problem is the Euler-Lagrange equation,

which for this case becomes a nonlinear elliptic-like PDE. This

is solved iteratively in Python for the present 2D geometry.

Further details are provided in [1].

Some sample grids are shown in Fig. 1. The first has a

perfectly Cartesian domain but with a non-Cartesian metric

field defined as

M =

(
1000 + a 0

0 1000− a

)

,

with a = 600 sin(2πx1) sin(2πx2). The figure shows clearly

that the grid responds by twisting in order to better align

with this prescribed non-Cartesian metric field.

The other two samples in Fig. 1 have non-Cartesian do-

mains but with isotropic metric fields, and demonstrate how

the grid aligns with the boundaries while preserving some

degree of orthogonality due to the second term in the cost

functional.

APPLICATION TO LES OF A SMOOTH RAMP

The method is applied to the separated flow over a

backward-facing smooth ramp, which is one of the test cases

of the High Fidelity CFD Verification workshop at the AIAA

Scitech meeting in January 2024 [2]. The problem is solved

here using the in-house Tortuga code framework, which solves

the compressible Navier-Stokes equations with a Vreman sub-

grid model and a standard equilibrium wall-model. While

most workshop participants use a standard set of human-

designed grids, in the present study we instead use the grid-

generation method described here. The initial grid is created

by having the user define a metric field based on experience.

In this case, this was specified to imply target grid-spacings

of (in the streamwise, wall-normal and spanwise directions)

(0.12, 0.02, 0.08)δref at the lower wall and (0.36, 0.32, 0.32)δref
at the upper wall, with linear variation in between and where

δref is the nominal thickness of the incoming boundary layer.

This was then used to create the initial “grid-0”, which ended

up having 40M cells.

A full simulation was then run on this grid, with solution

snapshots saved after discarding the initial transient. The

LES residual was then estimated from these snapshots using

the method of Toosi and Larsson [3], from which the target

metric field for the next grid was computed. This was then

solved using the method described here, resulting in a “grid-1”

with 87M cells. The process was repeated for “grid-2” with

193M cells. The sequence of grids is visualized in Fig. 2. Note

how the adapted grids have finer wall-normal spacing in the

incoming boundary layer and over the initial part of the bump,

but then actually have coarser wall-normal spacing after the

point of separation (about halfway down the ramp).

The High Fidelity CFD Verification workshop has reference

DNS data computed, but with the majority of the results kept
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Figure 1: Sample grids, from metric fields that are non-uniform and non-isotropic metric field (left) and isotropic/uniform (middle

and right).

Figure 2: Sequence of adapted grids for the smooth ramp

problem, showing every 5th grid line.

blind from participants until the time of the workshop. Be-

fore then, only some results in the incoming boundary layer

are provided in order to allow participants to match their in-

flows to the DNS. The mean velocity profile in the incoming

boundary layer is shown in Fig. 3, and is seen to converge to

the DNS. The skin friction coefficient is shown in Fig. 4. It

converges to the DNS results in the incoming boundary layer.

In the remainder of the domain, the result is a blind predic-

tion, with no ability to judge the accuracy of the results. The

comparison with DNS will be available by the time of the

DLES conference.

SUMMARY

Amethod for generating a structured grid that conforms, as

well as possible, to a given Riemannian resolution-controlling

metric field is proposed and tested. The method is meant

to be paired with some method to estimate the residual of

the PDE being solved. Future work is aimed at improving

the balance between conforming to the metric and promoting

an orthogonal grid, improving the near-boundary grid, and

improving the general robustness of the method to solve the

grid-generation PDEs which are highly nonlinear.

Figure 3: Mean velocity profile for the smooth ramp in the

incoming boundary layer, compared to DNS data.

Figure 4: Skin friction coefficient for the smooth ramp, com-

pared to DNS data in the incoming boundary layer only.
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INTRODUCTION

The immersed boundary (IB) method, the lattice Green’s

function (LGF), and adaptive mesh refinement (AMR) have

been combined to conduct efficient simulations of 3D external

flows on unbounded domains [4]. Together, the snug com-

putational domain, restricted to vortical flow regions via the

LGF [1] and the adaptive mesh refinement minimize [4? ]

the required number of cells while maintaining the versatility

to define arbitrary immersed geometries [10]. The result-

ing IBLGF-AMR algorithm has been used to simulate flows

around various immersed bodies at high Reynolds numbers,

proving the efficacy and flexibility of this numerical frame-

work [4].

While LGF formulations for both 2D and 3D unbounded

domains have been derived and implemented, formulations for

3D spanwise periodic flows, despite their prevalence in theo-

retical and engineering applications (e.g. [5, 12, 13]), have

not been reported. While other numerical methods have been

used for spanwise periodic flows (e.g. [6, 7, 11]), we seek here

to exploit the efficiencies of the LGF-AMR approach for such

geometries.

In this presentation, we introduce a hybrid approach that

combines a staggered finite-volume mesh with a Fourier spec-

tral method for the periodic direction, prioritizing efficiency

and scalability. The solver’s validation involves simulating

flow past a circular cylinder at Re = 300, with results demon-

strating improved agreement with experimental data, espe-

cially in predicting RMS drag coefficients. Scaling the method

to Re = 12,000, a level not previously attempted, our simula-

tion shows an accurate prediction of experimentally measured

mean drag coefficient and Strouhal number.

GOVERNING EQUATIONS

We solve the discretized Navier-Stokes equations with

Fourier expansion in the spanwise direction. For kth Fourier

coefficient, the equations read:

dũk

dt
+ Fk[N(ω,u)] = −Gkd̃k +

1

Re
Lkũk + P (t)T f̃k

Dkũk = 0

P (t)ũk = ũΓ,k

(1)

Here Gk, Dk, and Lk are the discretized and Fourier-

transformed gradient operator, divergence operator, and

Laplacian operator. N(ω,u) is the nonlinear term in the

physical variable space. Fk is the operator for the kth Fourier

coefficient. P (t) is the projection operator mapping the veloc-

ity to the set of immersed boundary points.

In this formulation, except for the nonlinear terms, the evo-

lution equations of every Fourier coefficient are decoupled,

thus time-integrated independently once the nonlinear term

is calculated. The full 3D computational mesh is constructed

by extruding a 2D computational mesh in the spanwise direc-

tion. Each 2D slice houses the discretized values of a Fourier

coefficient.

METHODOLOGY

The discretized governing equation is solved using the in-

tegrating factor of Laplacian and a half-explicit Runge-Kutta

method [1, 2]. This time-stepping method involves solving a

linear system in the following form:






(Ei
k)

−1 Gk (P
(i−1)

n )
T

G∗

k 0 0

P i
n 0 0











ũ
i
k,n

d̃ik,n
f̃ i
k,n




 =






r
i
k,n

0

(ũΓ,k)
i
n




 (2)

where Ei
k is the integrating factor of Lk [1]. This system is

solved using a block LU decomposition:

d̃∗k = −L
−1

k G∗

kr
i
k,n

Si
k,nf̃

i
k,n = P i

kE
i
k[r

i
k,n −Gkd̃

∗

k]− (ub)
i
k,n

d̃ik,n = d̃∗k + L
−1

k G∗

k(P
i
n)

T f̃ i
k,n

ũ
i
k,n = Ei

k[r
i
k,n −Gkd̃

i
k,n − (P i−1

n )
T f̃ i

k,n]

(3)

LATTICE GREEN’S FUNCTION (LGF)

Essential to this block LU decomposition is the L
−1

k opera-

tor. In free space, this operator is the lattice Green’s function

(LGF) [3]. The definition of the LGF is the analytical inverse

of an elliptic operator. They can be written as numerical con-

volutions. Every entry in the corresponding kernels can be

computed using a 1D integral [3]. Using the LGFs, the do-

main truncation error is only affected by the truncation of the

source term [1].

ADAPTIVE MESH REFINEMENT

To efficiently resolve multiple scales, on the 2D slices, we

employ an existing AMR algorithm compatible with LGFs
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Figure 1: Flow past a cylinder at Re = 300.

Study CD CL,rms St

Kravchenko et al. (num.) [6] 1.28 0.40 0.203

Mittal and Balachandar (num.) [7] 1.26 0.38 0.203

Experimental [8, 9] 1.22 0.45 0.203

Present 1.25 0.44 0.203

Table 1: Comparison among the results from the present al-

gorithm and previous studies.

Figure 2: ||ω||D/U∞ = 10 contour plots of the flow past a

cylinder at Re = 12000.

Study CD CL,rms St

Norberg (exp.) [9] - 0.435 0.199

Wieselsberger (exp.) [8] 1.15 - -

Present 1.12 0.67 0.199

Table 2: Drag coefficient, lift coefficient, and Strouhal number

comparison between present numerical method and experi-

mental data for the flow past a cylinder at Re = 12,000.

[4]. In addition, we also created a compatible AMR method

acting on the Fourier coefficient space. This method, as we’ll

detail in the presentation, can yield significant computational

savings, and allows us to carry out high Reynolds number

direct numerical simulations.

VALIDATION EXAMPLE

We simulated the flow past a cylinder at Reynolds num-

ber of 300 and compared our results with previous studies.

The vorticity distribution of this flow is shown in Fig. 1 which

illustrates the mode-B instability [5]. The comparison to pre-

vious experimental and numerical studies for the mean drag

coefficients (CD), root mean squared lift coefficient (CL,rms),

and the Strouhal number St is shown in Table 1. We achieved

excellent quantitative agreements in all three coefficients.

FLOW PAST A CYLINDER AT RE = 12,000

We also show a high Reynolds number direct numerical

simulations for flow past a cylinder at Re = 12,000. The cor-

responding vorticity contour plot is shown in Fig. 2. The

comparison with previous experimental data is shown in Ta-

ble 2. To show the efficiency of the AMR algorithm, we show

the comparison between the vorticity field and the mesh topol-

ogy in Fig. 3. It shows that the AMR algorithm only refines

the region with high vorticity distribution.

Figure 3: Grid topology (top) vs. span-wise averaged vorticity

distribution (bottom) comparison for the simulation at Re =

12,000. Different colors on the grid topology figure represent

different resolutions from coarse to fine in the order of deep

blue, light blue, grey, orange, and red.

CONCLUSION

By combining the immersed boundary method, the lattice

Green’s function, and adaptive mesh refinement, we propose

a new computational algorithm to conduct direct numerical

simulations for spanwise periodic flow around immersed rigid

bodies. We validated our algorithm by simulating the flow

past a cylinder at Re = 300 and comparing our results to pre-

vious numerical and experimental studies. We also showcase

the efficiency of our algorithm by simulating the flow past a

cylinder at Re = 12,000.
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INTRODUCTION

In direct numerical simulation (DNS) all relevant scales of

a turbulent flow are directly and fully resolved on the com-

putational grid used in the simulation. Due to the direct

connection between the Kolmogorov length scale, η, and the

smallest scales present in the flow, the resolution is usually

set, characterized, and reported in terms of the ratio of the

grid size ∆ to the Kolmogorov length scale η. This is the cor-

rect measure for simple flows without significant variations in

the structure of dissipative scales, and without large variations

of η in space. However, any violations of these assumptions

could lead to sub-optimal assessment of the resolution using

η, leading to either more expensive simulations, or inaccurate

results. Unfortunately, these assumptions break down in flows

as simple as the canonical channel flow, where the dissipative

structures change shape and size as a function of distance from

the wall [cf. 1]. Given the recent concerns raised about the res-

olution of the current DNS datasets of channel and pipe flows

(cf. [2]), it seems appropriate to investigate these concerns

more closely and introduce a systematic method for designing

the DNS grids.

ISSUES WITH THE CURRENT METHOD

The use of the Kolmogorov length scale η for grid design in

DNS is motivated by the exponential decay of the amplitude

of the spectral content of the turbulent fields at the dissi-

pative range. While true, we should note that η is merely a

non-dimensional number and is proportional to the dissipative

scales with a constant of proportionality, say kη , which can it-

self be a function of space. This variation of kη in space means

that a constant ∆/η, as usually used in grid design, is not

necessarily the most meaningful criterion. Perhaps more im-

portantly, assuming that the errors introduced at each location

in space are proportional to the measure used for designing the

grid (i.e., that a region with higher ∆/η, for instance, is asso-

ciated with higher contribution to the error in the solution),

it can be mathematically shown that the minimum solution

error is not achieved for a uniform ∆/η throughout the do-

main, but instead for a uniform Vc∆/η (cf. [3, 4]), where Vc

is the cell/element volume at that location. In addition, it is

not straightforward to define the size of the dissipative scales

in the non-homogeneous directions of the flow. Therefore, the

current method of grid design for DNS appears far from opti-

mal. and needs improvement. This need is magnified by the

increasing cost of the simulations, as well as the expansion of

the DNS range of applications to more complex flows.

ERROR ESTIMATION IN DNS

The heart of a systematic approach for grid design is a

quantitative measure of errors introduced due to insufficient

grid resolution. In general, there are many ways to define such

a quantity, but the choice ultimately depends on the type of

simulation and the quantities of interest from it. Here, we

are interested in DNS, and on resolving all scales relevant to

dissipation. As a result, we start by the governing equation

for the velocity gradient, Aij = ∂ui/∂xj (where ui is the

instantaneous velocity field), and define our quantitive mea-

sure of errors based on the errors in this equation due to finite

resolution. Following the framework proposed in Toosi & Lars-

son [4, 5], we can define the residual in the governing equation

of Aij [6] as:

R∆
ij(x,n) =

∂

∂xk

(

ukAij
(n)

− uk
(n)

Aij
(n)

)

+

(

AikAkj
(n)

−Aik
(n)

Akj
(n)

)

−
1

3

(

AmkAkm
(n)

−Amk
(n)

Akm
(n)

)

,

(1)

where ∗(n)
denotes a directional low-pass filtering oparation

with a filter-width of ∆n. The definition of such a filter is

quite straightforward since two- and three-dimensional filters

are often defined (on structured grids) as the subsequent appli-

cation of uni-directional filters. Here we use the commutative

filters defined in Ref. [7]. Note that R∆
ij is a function of space

x = xi, direction n, and the component of velocity gradient.

The DNS error indicator E(x,n) can be defined (for sim-

plification) as the modulus of the tensor R∆
ij , i.e.,

E(x,n) =
√

⟨R∆
ij(x,n)R

∆
ij(x,n)⟩ (2)

where ⟨∗⟩ denotes averaging (if desired) over time and homo-

geneous directions of space. In general, the error indicator can

be computed in any arbitrary direction n; however, since the

grid resolution can be adjusted in only a few directions, it is

sufficient to compute E(x,n) only in those directions.

For the simple case of the channel flow with two homoge-

neous directions of space, with averaging in time and in the

streamwise and spanwise directions, the error indicator will

only be a function of the remaining spatial coordinate x2 = y.

For a Cartesian grid, E(x,n) needs to be computed in only

the streamwise, wall-normal, and spanwise directions, leading

to three independent functions of y. Figure 1 shows an exam-

ple of this for a channel flow at a friction Reynolds number of

Reτ ≈ 5200. At every location, a higher value of E indicates a
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Figure 1: Error indicator of Eqn. 2 computed for

a channel flow at Reτ ≈ 5200 with a resolution of

(∆x+,∆y
+
w/2,∆z+) ≈ (33, 1.8, 14) at the wall, with ∆y

+
c ≈

77 at the center.

higher contribution to errors in the dissipation, and thus the

solution.

GRID DESIGN

The optimal grid can be found by minimizing the volume

integral of the error indicator over the computational domain

Ω, with a constraint on the computational cost. This con-

straint is necessary to avoid a trivial solution where the grid

spacing approaches zero and the cost approaches infinity. Tak-

ing the total number of grid points as a proxy for cost, this

optimization problem can be mathematically stated as:

minimize

∫

Ω

J(x) ∥E(x,n)∥ dx, such that

∫

Ω

dx

Vc
= Ntot ,

where J(x) is a weight as a function of space (ideally, the

adjoint field in output-based grid selection), ∥∗∥ is some form

of summation over contributions from different directions n

(e.g., a simple sum, or an L2-norm), Vc = Vc(x) is the local

volume of the computational unit at location x, and Ntot is

the desired number of grid points.

It is relatively easy to show that for hexahedral compu-

tational units, and under relatively generic assumptions, this

optimization problem can be solved mathematically (cf. [4])

with the following solution:

Eopt(x,n1) = Eopt(x,n2) = Eopt(x,n3)

J(x) ∥Eopt(x,n)∥Vc,opt(x) = const. .
(3)

Here, the first relation gives the shape of the cell and its rela-

tive resolutions in different directions (i.e., its aspect ratio or

anisotropy) at any given location x, while the second equation

determines the spatial variation of the resolution, Vc,opt, as a

function of space x. Together, the two equations fully deter-

mine the optimal directional resolution [4]. In the absence of

the adjoint fields for turbulent flows, one can take J(x) ≡ 1

for a uniform weight.

Figure 2 shows the optimal resolutions predicted for the

DNS of channel flow at Reτ ≈ 5200 for a grid that is of

the same size (i.e., similar computational cost) as the one

used by Lee & Moser [8]. We note that the optimal reso-

lutions predicted by the proposed method are quite similar to

the one used in the DNS of Lee & Moser with ∆
+

LM5200
≈

(12.7, 0.5, 6.4) compared to ∆
+

opt
≈ (10.3, 0.33, 4.0). The wall-

normal resolution predicted by the current method reaches

Figure 2: Optimal grid resolutions for the DNS of a channel

flow at Reτ ≈ 5200 for a grid that is of similar size (i.e.,

computational cost) the one used by Lee & Moser [8].

a realtively high value of ∆y
+

c,opt ≈ 37 at the center of the

channel. This needs to be investigated further.

CONCLUSIONS AND OUTLOOK

This was a first attempt at proposing a systematic approach

for grid design in DNS. The method appears quite promising

given the similarity of the predicted grid to the one used by

Lee & Moser (2015). However, more work is required to under-

stand whether the differences are caused by missing physics in

the proposed method, the relatively low resolution of the grid

compared to the final DNS grid, or certain assumptions dur-

ing grid generation process. It may also be that the predicted

resolutions are in fact optimal and there is an underlying ex-

planation for the discrepancies to the grid by Lee & Moser [8].

This will be discussed further in the final work. In addition, a

more accurate investigation of the current DNS datasets and

a more explicit connection between the error indicator and

the flow physics will be provided, along with a more com-

prehensive assessment of the method’s ability for generating

DNS grids using a posteriori tests. The definition of the error

indicator might be modified as well during this process.
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INTRODUCTION

Advancements in the computing performance of modern

hardware, along with improvements in numerical methods,

have significantly enhanced the feasibility and frequency of

using scale-resolving simulations, such as Direct Numerical

Simulations (DNS), in industrial applications. However, to be

effective as a tool, scale-resolving simulations must generate

realistic incoming turbulence to provide reliable predictions of

the flow field. The implementation of an inflow turbulence

generation method is pivotal in this regard, offering enhanced

predictions for critical aspects such as boundary layer transi-

tions, flow separation, and reattachment. This is particularly

crucial in the aerodynamic design of high- and low-pressure

turbines, fans, and intakes, where precise modelling of these

phenomena plays a significant role.

The challenge of introducing realistic turbulence in the

computational domain will be addressed by the Synthetic

Eddy Method (SEM) [1]. The source-term formulation of this

method has been developed in the Nektar++ framework for

the incompressible and compressible solvers [2, 3]. Nektar++

is a highly scalable spectral/hp element framework, which of-

fers access to a wide range of spatial and temporal scales

in turbulent flows [4, 5, 6]. In this work, the SEM is ap-

plied to an incompressible plane channel flow [7, 8] and to the

low-pressure turbine T106A linear cascade [9]. Isotropic and

anisotropic turbulence generation are employed in the numer-

ical simulations. Also, unstructured meshes are used in order

to verify the flexibility of the method to handle unstructured

meshes.

SOURCE-TERM FORMULATION OF THE SYNTHETIC

EDDY METHOD

Figure 1 shows a schematic diagram of the plane channel

flow and synthetic eddy region. The synthetic eddy region

is where the eddies are injected in the domain by adding a

source-term to the conservation equation to drive the solution

to the desired turbulent field. Since the SEM implemented

here is based on the source-term formulation as described

above, the synthetic region was placed, in this case, slightly

downstream of the inlet boundary condition. It is worth men-

tioning that the synthetic region does not necessarily need to

fill the whole domain in the y- and z-directions, but it can

strategically be located in the region of interest. In the first

time step, all the eddies are injected in random positions in

Turbulent 

boundary layer 

velocity profile

Computational 

domain

No-slip wall

Inlet 

boundary

Eddy

Outlet 

boundary

Synthetic eddy region

No-slip wall

x

zy

Ω

Figure 1: Schematic setup of the plane channel flow and syn-

thetic eddy region (not to scale).

the synthetic region. Looking at the movement of a single

eddy in the synthetic region as illustrated in figure 2. After

its injection in the first time step, the eddy moves downstream

generating fluctuations in the flow field. The movement of the

eddy in the synthetic region (Ω) is given by the equation of

motion as follows

x
n
(t+∆t) = x

n
(t) + Ub∆t, (1)

y
n
(t+∆t) = y

n
(t), (2)

z
n
(t+∆t) = z

n
(t), (3)

where n represents the eddy number, ∆t is the time step and

Ub is the bulk velocity. The bulk velocity is assumed to be

constant across the synthetic region and is calculated as

Ub =
1

∫∫

Ain ρ dA

∫∫

Ain
ρ~U · ~n dA, (4)

where ρ is the density, ~U is the mean velocity, ~n is the local

unit normal and Ain
is the inlet surface.

When the eddy leaves through the outlet plane of the syn-

thetic region (figure 2), another eddy is randomly re-injected

in the inlet plane. It is well represented by the expression

below





xn
(t)

yn(t)

zn(t)




ifx

n
(t+∆t)>lx

−−−−−−−−−−−→





xn
(t+∆t) = −lx

yn(t+∆t) = random(yn)

zn(t+∆t) = random(zn)





Note that more than one eddy may leave the outlet plane per

time step, so that all the eddies that left the synthetic region

after a period of time ∆t are going to be re-injected by the
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Figure 2: Displacement of an eddy n in the synthetic eddy

region.

source-term. Thus, this is the mechanism that re-energises the

system.

NUMERICAL METHOD

Incompressible and compressible flow simulations with syn-

thetic turbulence generation are conducted in the Nektar++

framework. For the incompressible solver setup of the plane

channel flow, the Continuous Galerkin (CG) method was

employed for spatial discretisation. To solve the temporal

discretisation, the velocity correction scheme was used. At

the outflow boundary condition, we imposed a high-order

outlet condition. Considering now the compressible solver

setup for the low-pressure turbine, the Discontinuous Galerkin

(DG) method is used for spatial discretisation. The diffu-

sion terms are treated with the interior penalty method, and

the advection terms are rewritten using a standard weak DG

scheme, followed by the application of Roe’s approximate

Riemann solver. The set of ordinary differential equations

obtained from the spatial discretization is integrated in time

using a second-order singly diagonally implicit multi-stage

Runge–Kutta (SDIRK2) method. At the inlet, we imposed

an entropy-velocity compatible Riemann inflow boundary con-

dition [10]. Also, a sponge layer is applied just upstream of

the inflow boundary in order to damp the reflections from the

outlet boundary condition, which is fully reflective. Here the

synthetic eddy region, for the low-pressure turbine, is placed

next to the sponge layer and upstream of the blade, as the

source term formulation allows the synthetic eddy region to

be placed in any part of the domain. In both cases, periodic

boundary conditions were imposed in the span-wise direction.

RESULTS

The plane channel flow case, at Reynolds number Re =

2767 based on the bulk velocity, to investigate the incompress-

ible implementation is shown in figure 3. It can be seen that

the synthetic eddy region, where the eddies are injected, lo-

cated close to the inlet region triggers the turbulent boundary

layer.
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INTRODUCTION

The Navier-Stokes equations for Newtonian, incompressible

flows in dimensionless primitive variables read:

∂u

∂t
+ (u · ∇)u =

1

Re
∆u−∇p, (1a)

∇ · u = 0, (1b)

where Re represents the dimensionless Reynolds number.

A fully-conservative finite-volume discretization, maintaining

the symmetries of the differential operators for collocated un-

structured meshes, was firstly introduced in [1]. Assuming

there are n control volumes and m faces:

Ω
duc

dt
+ C (us)uc + Duc + ΩGcpc = 0c, (2a)

Mus = 0c, (2b)

where pc = (p1, p2, . . . , pn)
T ∈ R

n
and uc ∈ R

3n
are the

cell-centered pressure and collocated velocity fields, respec-

tively. The subindices c and s indicate if the variables are

cell-centered or staggered at the faces. To verify mass conser-

vation within each control volume, a velocity field is defined

at the faces us =

(

(us)1, (us)2, (us)3, . . . , (us)m

)T
∈ R

m
.

Quantities defined at cells and at faces are related using an

interpolator from cells to faces Γc→s ∈ R
m×3n

:

us ≡ Γc→suc. (3)

The matrices Ω ∈ R
3n×3n

, C (us) ∈ R
3n×3n

and D ∈ R
3n×3n

are block diagonal matrices given by

Ω = I3 ⊗ Ωc, C (us) = I3 ⊗ Cc (us) , D = I3 ⊗ Dc, (4)

where I3 ∈ R
3×3

is the identity matrix and Ωc ∈ R
n×n

is

a diagonal matrix containing the cell-centered control vol-

umes. Cc (us) ∈ R
n×n

and Dc ∈ R
n×n

are the cell-centered

convective and diffusive operators for a discrete scalar field,

respectively. Finally, Gc ∈ R
3n×n

is the discrete gradient op-

erator, and the matrix M ∈ R
n×m

is the face-to-center discrete

divergence operator.

The 3−dimensional interpolator from cells to faces Γc→s is

constructed as follows:

Γc→s = N(I3 ⊗Πc→s), (5)

where Πc→s ∈ R
m×n

is the scalar cell-to-face interpolator,

and N = (Ns,xNs,yNs,z) ∈ R
3m×m

, where Ns,i ∈ R
m×m

is a

diagonal matrix containing the xi spatial components of the

face normal vectors.

Only five operators were needed to build this formulation:

the cell-centered and staggered control volumes, Ωc and Ωs

respectively, the face normal vectors Ns, the scalar cell-to-face

interpolation operator Πc→s, and the cell-to-face divergence

operator M. This simplicity not only eases the construction

of the required operators but also improves the portability of

a code developed within this framework, as demonstrated in

[2]. The global kinetic energy ||uc||2 is conserved if [1]:

C (us) = −C (us)
T
, (6a)

− (ΩGc)
T

= MΓc→s, (6b)

relating the gradient operator with the divergence operator

and assuming the convective operator to be skew-symmetric.

If Lc = McGc is used to build the Poisson equation, the global

kinetic energy is perfectly conserved. However, the well-known

checkerboard problem is found with this approach. Alterna-

tively, the use of L = MG will be discussed in this work.

AN ENERGY-PRESERVING UNCONDITIONALLY STABLE

PISO ALGORITHM

Assuming either explicit or implicit time integration, spa-

tially discrete momentum equation (2a) can be rewritten as

follows:

Suc = r− Gcpc, (7)

where S ∈ R
3n×3n

is the coefficient matrix after applying

a discretization method (such as Finite Volume Method), and

r ∈ R
3n×1

is a vector containing all the explicit terms apart

from the pressure gradient. The coefficients are all known once

the discretization procedure is selected.

By treating the pressure gradient as an explicit source and

solving for the velocity, the momentum predictor is obtained:

u
∗

c = S−1r− S−1
Gcp

n
c . (8)

Note that the momentum predictor u
∗

c does not satisfy the

continuity equation. To ensure so, a corrector step must be

performed. The diagonal coefficients of S will be extracted in

a diagonal matrix A (which will be easily invertible), and the

off-diagonal coefficients will be keeped in a matrix H′
. Then,

it is assumed that the diagonal matrix is acting on a new

corrected velocity u
∗∗

c while the off-diagonal part is acting on

the predictor velocity u
∗

c .
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The final algorithm reads [3]:

u
∗

c = S−1r− S−1
Gcpc, (9a)

MÃ−1
Gp

∗

c = MΓc→sA
−1

(r−H′
u
∗

c) −→ p
∗

c , (9b)

u
∗∗

c = A−1
(r−H′

u
∗

c)−A−1
Gcp

∗

c , (9c)

u
∗∗

s = Γc→sA
−1

(r−H′
u
∗

c)− Ã−1
Gp

∗

c . (9d)

Here, Ã−1
= diag(Πc→svec(A

−1
c )) and and A = I3 ⊗ Ac

(the matrix A has three equal (diagonal) blocks). The PISO

algorithm iterates through the corrector steps until the desired

level of convergence is achieved. In this context, the utilization

of the compact Laplacian operator L to mitigate checkerboard

problems is assumed. Additionally, an (artificial) contribution

to the kinetic energy will be introduced:

p
T
c (MÃ−1

G−McA
−1

Gc)pc = p
T
c (L− Lc)pc. (10)

Ideally, the contribution of this term should be negative and

maintained as small as possible to avoid introducing energy

into our system, thereby preventing the simulation from desta-

bilizing. At this point, note that each projection method that

lead the equations to be solved in this way will encounter

the same problem, for example, the classical Fractional Step

Method [1], which is similar to the PISO algorithm but with

no predictor step and corrector iterations.

GEOMETRICAL CONDITIONS OF THE PROJECTION

METHOD IN ORDER TO BE UNCONDITIONALLY STABLE

Theorem.

Let us assume a general 2D or 3D mesh is constructed such

that each control volume satisfies:

• 1. Vk =
∑

f Ṽk,fn
2

i,f , ∀k ∈ {1, ..., n}, i ∈ {x, y, z},

• 2.
∑

f Ṽk,fni,fnj,f = 0, ∀k ∈ {1, ..., n}, i, j ∈

{x, y, z}, i ̸= j.

Then, L−Lc is positive definite as long as the chosen interpo-

lator is the volume weighted one (this is the unique possible

choice of interpolator, for both Gcpc in the velocity correction

equation and in the computation of Ã). The converse is also

true.

The volume weighted interpolator was introduced in [4],

and can be constructed in any mesh as follows:

Πc→s = ∆
−1
s ∆

T
sc, (11)

where ∆s ∈ R
m×m

is a diagonal matrix containing the pro-

jected distances between two adjacent control volumes, and

∆sc ∈ R
m×n

is a matrix containing the projected distances

between an adjacent cell node and its corresponding face.

Fig.1 shows a representation of these distances.

Some consequences of the previous theorem are the follow-

ing ones:

• Square and cubic meshes are stable when using the vol-

ume weighted interpolator even for highly distorted con-

figurations.

• Triangular 2D meshes are stable when using the volume

weighted interpolator and locating the cell-node at the

circumcenter, even for highly distorted configurations,

but tetrahedral meshes are not unconditionally stable.
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Figure 1: δni are the components of ∆s, while the components

of ∆sc would be calculated in the same way but taking the

distance between a control volume and their corresponding

face centers.

CONCLUSIONS

Necessary and sufficient conditions in order to build an en-

ergy preserving unconditionally stable projection method on

collocated unstructured grids are given in this work. Further-

more, different types of grids will be discussed in order to

assess which are unconditionally stable even for highly dis-

torted cases.
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INTRODUCTION

The turbulent boundary layer (TBL) exposed to the ad-

verse pressure gradient (APG) condition occurs commonly

in various flow configurations, e.g., over airfoils and turbine

blades or inside diverging channels. TBL under APG condi-

tions is usually accompanied by a separation, which occurs

when the wall shear stresses reach zero (τw ≈ 0) [1]. This

results in significant energy losses, and therefore research on

the development of flow control methods aiming at delaying

or eliminating the separation is crucial.

Techniques allowing for the TBL control are generally split

into two categories. They can be active and passive. The for-

mer tend to be more effective although at a larger cost related

to the complexity of the control devices and the need for an

external energy source. For this reason, passive flow control

methods are becoming favoured. These techniques usually in-

volve some degree of wall modification such as grooves [2],

herringbone riblets [4], bird feathers structure [3] or dimples

[5]. The downside of these methods is that their effect di-

minishes as the Reynolds number increases [6]. A very recent

passive flow control technique, which was proven successful

in a postponement of the separation [7], is a spanwise two-

dimensional wavy wall (WW) topology. As shown in [7], this

method is effective for high Reynolds numbers for which the

control by random structure rough surfaces fails.

In this work, we perform the Large Eddy Simulation (LES)

analysis of the near-wall flow exposed to APG developing over

WW identical as in experimental research of Drozdz et al. [7].

The use of the LES method gives us a very deep insight into

the dynamics of the flow along WW. Additionally, we analyse

whether the applied wall topology is effective in zero pressure

gradient (ZPG) conditions. The goals of the research are the

following: (i) to examine whether the local (in between wavi-

ness) or global APG exerts a more substantial influence on

the TBL; (ii) to inspect changes in flow dynamics within suc-

cessive waves, correlating with the escalating APG along the

streamwise direction; (iii) to examine the impact of WW and

pressure gradient on the wall shear stresses.

The research is performed for the Reynolds number based

on the friction velocity and initial boundary layer thickness

equal to Reτ = 2500. To correctly assess the influence of

WW, the simulations of flow over the flat wall are performed

to obtain a reference point. The obtained results are validated

against experimental data.

NUMERICAL SETUP

The simulations are performed with the help of ANSYS

Fluent code employing the WALE sub-grid model. A second-

order bounded central differencing scheme is applied to dis-

cretize the Navier-Stokes equations. The SIMPLE algorithm

is used for the pressure-velocity coupling with the second-

order discretization of the pressure gradient term. An implicit

second-order method is used for the time integration.
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Figure 1: Computational domain.

The computational domain is shown in Fig. 1. In this

configuration, the fluid (air) enters through the inlet (located

at x = −0.2 m) and leaves through the outlet (located at

x = 1.1 m). The bottom wall is either flat throughout a whole

domain or wavy. The upper boundary (top), situated at a

fixed height of y = 0.2 m, provides control over the pressure

gradient (dp/dx > 0 (APG) or dp/dx = 0 (ZPG)) within the

domain. The left and right boundaries, spaced by z = 0.24

m, are treated as periodic. The total length of the domain is

equal to Lx = 1.3 m. The velocity profiles for the inlet and top

boundary conditions were defined based on the experimental

measurements. We note that for APG, the velocity on the

top boundary is adjusted such that dp/dx increases along the

streamwise direction. The waviness on the bottom wall starts

at xs,w = 0.21 m from the inlet and its length is equal to

Lx,w = 0.666 m. The lengths of particular waves are the

same and equal to λ = 0.133 m. This results in 5 periods. The

amplitude A(x) of the waviness increases along the streamwise

direction according to the formula:

A(x) = A0(0.00000366x
2
+ 0.000614x+ 3.351) (1)

for which the minimal and maximal values are A(x = 0.01

m) = 0.0034 m and A(x = 0.676 m) = 0.0054 m respectively.
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In [7] this wall shape was found to be the most effective in

enhancing the wall-shear stresses for the present flow regimes.

The simulations are performed on a series of block-

structured hexahedral meshes consisting of 4.0 × 10
6
(mesh

M1), 7.2 × 10
6
(M2), 18.3 × 10

6
(M3) and 41.1 × 10

6
(M4)

nodes. Preliminary grid sensitivity studies have shown that

starting from the mesh M4 the results differ only minimally.

Hence, this mesh was used in the main computations.

RESULTS

The simulations of four test cases were performed, i.e., flat

wall under ZPG (F-ZPG), flat wall under APG (F-APG),

wavy wall under ZPG (W-ZPG) and wavy wall under APG

(W-APG). The analysis of these configurations allows us for

an in-depth examination of the effects of the local pressure

gradients versus the global APG and ZPG conditions.

W-ZPG W-APG

Streamwise vortices Spanwise vortices

Figure 2: Q-parameter isosurfaces xxcoloured by instanta-

neous streamwise velocity. Last (5
th
) waviness period of

W-ZPG and W-APG case is presented.

Figure 2 presents Q-parameter isosurfaces for the last (5
th
)

WW period for cases W-ZPG and W-APG. It can be observed

that, in general, WW causes the occurrence of two types of

vertical structures. Longitudinal vortices exist on the hills of

WW. They break down downstream and form spanwise struc-

tures on the downhill slopes. Scrutiny of the obtained results

allows us to distinguish subtle differences in flow patterns be-

tween particular cases. Namely, on the uphill side of the 5
th

period, the sizes of vortices for W-APG case are larger and

more disorganised compared to W-ZPG configuration. This

indicates that APG causes the growth of the vertical struc-

ture.

Figure 3 presents the points of separation and reattachment

((x−xn)/λ, where xn is the local beginning of n−th waviness

period) within each consecutive wave marked on the y−axis.

The black line represents the shape of the wave. It allows

for an easy localisation of the separation/reattachment points

on the wall. It can be seen that, for the W-APG case, both

the separation and reattachment occur slightly earlier, i.e.,

more upstream than for the W-ZPG case. For waves 1-4,

the length of the separation zone remains relatively constant

for both cases. At 5th wave dp/dx is the strongest and leads

notably larger separation length for W-APG. This means that

if APG is strong enough its influence on TBL is larger than

(x-x
n
)/λ

W
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Figure 3: Locations of separation and reattachment points

(x− xn)/λ on each consecutive wave (y−axis).

that caused by the local pressure gradients along the wavy

wall.

CONCLUSIONS

In this abstract, we demonstrated the results of a prelimi-

nary study aiming at the assessment of the effect of the wavy

wall topology on the near-wall flow dynamics in the APG and

ZPG conditions.

It was shown that the presence of the wavy wall triggers the

existence of two types of vortical structures, i.e. streamwise

and spanwise. The former appear on the hills of the wavy wall

and break down downstream which induces the formation of

the spanwise vortices. The strong APG causes their growth,

especially at the end of the wavy wall section.

The crests and troughs of the wavy wall cause the local

APG conditions on the downhill slope. This results in the oc-

currence of separation bubbles. Up to 4
th

period, their lengths

are relatively the same both for W-ZPG and W-APG. How-

ever in the 5
th

period, due to the growth of global APG, the

separation bubble length is considerably larger for W-APG

case.
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INTRODUCTION

The effects of streamline curvature on the structure of a

turbulent boundary layer (TBL) will be presented, as investi-

gated by means of direct numerical simulation (DNS). If the

mean flow under which a TBL develops has a non-zero spa-

tial gradient of the flow angle (in a Cartesian system), the

flow is said to have ‘streamline curvature’. Whereas convex

curvature is known to stabilize a TBL flow, concave curva-

ture tends have a destabilizing tendency, increasing turbulent

transport in the local wall-normal direction. Because of this,

curved TBL flows are considered ‘complex’ turbulent flows in

that the flow is subject to rates of strain in addition to the

classical mean shear ∂u/∂y, namely ∂uξ/∂η = −uξ/∂r, the

local mean streamline curvature (calculated as the local wall-

normal coordinate η derivative of the wall-tangential velocity

component uξ). The resulting increase in turbulent kinetic en-

ergy is significant, being nearly an order of magnitude larger

than those predicted by simple extension of calculation meth-

ods used for flat shear layers (see [1]). Furthermore, even for

cases in which the curvature ratio δ/R < 1/100, the effects of

streamline curvature are significant [2].

Curved wall flows are accompanied by a radial pressure

gradient to balance the apparent centrifugal force, in the con-

ventional laminar incompressible case simplifying to ∂p/∂r =

ρu2

ξ/r. Pressure gradient along the streamwise direction is

less well defined, and depends on the freestream condition

and the wall geometry. In the special case in which stream-

lines run parallel to a concave wall, as in a duct / channel

flow, the pressure is proportional to the inclination angle ϕ

gradient along the streamwise path length coordinate s, i.e.

(p ∝ 1/R = dϕ/ds where R the local curvature radius). The

boundary opposite the wall (convex) has a different sign of R.

Accordingly, for a conventional bent constant height channel

flow, increased pressure is found at the outer wall and reduced

pressure at the inner wall in the bent region, meaning that a

streamwise pressure gradient is present.

Therefore, for generalized curved wall flow, streamwise

pressure gradients are present. Only the special case of ax-

isymmetry or a specific far field condition will yield a curved

wall flow free of streamwise wall pressure gradient. For these

reasons, it is of great interest to examine not only the com-

bined effect of streamwise pressure gradients, but to have a

numerical case setup also capable of isolating each effect indi-

vidually for adequate comparison.

NUMERICAL METHOD

All DNS have been run using the in-house code NS3D de-

veloped at the Institute of Aerodynamics and Gas Dynamics

(IAG) at the University of Stuttgart. NS3D solves the 3D com-

pressible fluid transport equations discretized on a structured

curvilinear grid using high order finite differences. Simulations

have been run on the Hawk HPC Platform at the High Per-

formance Computing Center Stuttgart (HLRS) as part of the

Gauss Computing Centre (GCS) Large-Scale Project “Investi-

gation of Turbulence and Flow Control in Boundary Layers”.

STUDY DESIGN

For clean inspection of the effects of streamwise pressure

gradient (sPG) and streamline curvature (SC), a novel study

design has been used which allows for the direct comparison

of four cases, being [ ZPG , sPG ] × [ SC , flat ]. Such is the

first dataset of its kind known to the authors, offering direct

inspection of streamline curvature effects with and without a

streamwise pressure gradient. Table 1 and Figure 1 provide a

summary of the datasets. The first set of cases (1C & 1F) is

ID Label Description

1C 60° ZPG Curved wall case with zero pressure gradi-
ent (ZPG) along wall

1F flat ZPG Flat wall case with zero pressure gradient
(ZPG) along wall

2C 60° Curved wall case with non-zero wall pres-
sure gradient

2F flat ∇p Flat case with wall pressure matched to 2C

Table 1: DNS case summary

comprised of a curved wall ZPG case (1C) and a flat wall ZPG

case (1F), the former being achieved through the modification

of the domain top pressure profile such that nearly constant

pressure is induced at the wall. Effectively, a streamline in the

form of a nozzle / diffuser is induced in the potential flow out-

side of the TBL. Comparison of the these two datasets reveals

effects of streamline curvature in absence of sPG at the wall.

In the second set of cases (2C & 2F), the curved case (2C)

has a top boundary condition which induces a wall-parallel

freestream streamline, acting like an impermeable slip wall

in terms of the averaged flow. A non-zero streamwise wall

pressure gradient appears, similar to that of a curved chan-

nel flow. The flat case (2F) achieves the same wall pressure

profile as 2C through the prescription of a specific pressure

profile at the domain top boundary. Comparison of these two

datasets allows the inspection of streamline curvature effects
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in the presence of non-zero sPG at the wall. By comparing

Pressure Gradient Setup

Zero Pressure Gradient Setup

Case 2C

Case 2F

Case 1F

Case 1C

Streamwise pressure gradient 

along wall is well matched between 

curved / flat cases

Zero pressure gradient along wall 

in both curved & flat cases

Figure 1: DNS visual case summary

the differences between each set of cases with one another,

e.g. ∆[1C, 1F ]:∆[2C, 2F ] one may gain understanding about

the relative prominence of the effects of streamline curvature

and streamwise pressure gradient.

Finally, it should be noted that the study of streamline

curvature itself is not new, indeed the dramatic effects of

streamline curvature have been known and studied for >100

years. Early physical experiments on curved wall TBLs have

laid the foundation on the topic (e.g. [3], [4] among others)

and outstanding numerical studies (e.g. [5], [6]) have focused

mainly on periodic, axisymetric duct flows, presumably due to

the well-definedness of the boundary conditions, which are af-

fected by interaction between the convex & concave walls. For

the further improvement of turbulence models fit for complex

shear flows, e.g. [7], it is crucial to acquire reliable canoni-

cal DNS datasets of curved wall TBLs in which the effects of

streamwise pressure gradient are clearly identifiable.

TURBULENT BOUNDARY LAYERS WITH STREAMLINE

CURVATURE AND PRESSURE GRADIENTS

The presentation will go into detailed comparisons of the

datasets mentioned in Table 1. The flow may be visualized

in Fig. 2 for the curved and flat domains. The destabilizing

effect of concave wall curvature increases the magnitude of the

wall-normal fluctuations.

The effect of streamline curvature on the friction coeffi-

cient cf is illustrated in Fig. 3, where it is apparent that the

enhanced sweeps of high speed fluid towards the wall in the

concave curved cases increase cf . The streamwise pressure

gradient on the other hand reduces cf in the adverse PG region

s<0 before the point of maximal curvature s=0 and increases

cf in the favorable PG region s>0. Interestingly, when the

envelope between the ZPG cases 1C & 1F ( ) is compared

to that of the PG cases 2C & 2F ( ), the difference in skin

friction coefficient (due to curvature) is seen to be very similar.
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INTRODUCTION

In turbulent flows obtaining the two-point correlation ten-

sor or spectral distribution of a quantity is of great importance

due to the information they provide. However, this is not

an easy task for experimental studies or spatially develop-

ing flows such as non-equilibrium turbulent boundary layers

(TBLs) even if it is a numerical case. To obtain the spatial

correlations, the temporal data are often utilized with the well-

known Taylor’s frozen turbulence hypothesis [4]. According to

this hypothesis, the temporal information may be transformed

into spatial information with a convection velocity, which is

frequently the local mean velocity.

There are many studies in the literature addressing the

use of the local mean velocity as the convection velocity. Del

Álamo et al. [2] investigated the local mean velocity and found

that small scales follow the local mean velocity but large scale

structures have a more uniform convection velocity which is

close to the bulk velocity. They suggested a new method in

which each Fourier mode has its own convection velocity but

this method relied on readily available spatial modes. Later,

Renard and Deck [3] extensively analyzed various methods

to evaluate the existing methods and also suggested a new

method based on the method of Del Álamo et al. [2]. The

new method, unlike Del Álamo et al.’s method, did not re-

quire any information about the spatial modes.

In this work, we employ the mean velocity as the convec-

tion velocity for individual structures and we compare the

results that are obtained using spatial data and temporal data

together with Taylor’s frozen hypothesis. For individual struc-

tures, we consider vortex clusters for now but we will extend

our analysis for the streaks and sweeps/ejections in the final

paper. We employ a non-equilibrium pressure gradient TBL

for this study.

DIRECT NUMERICAL SIMULATION

We employed a novel non-equilibrium TBL that evolves

from a zero-pressure-gradient (ZPG) TBL to a TBL with a

large velocity defect due to adverse pressure gradient (APG).

But then later it is exposed to a favoruable pressure gradi-

ent (FPG). Therefore, the flow has two regions: the APG and

FPG regions. The flow case is generated using a direct numer-

ical simulation (DNS) code. The code uses a fractional step

method to solve the three-dimensional incompressible Navier-

Stokes equations in a three-dimensional rectangular volume.

Regarding the computational specifics, the grid is structured

and staggered. Spatial discretization is a fourth-order compact

finite difference scheme for convective and viscous terms and

a standard second-order discretization for the pressure term

in both the streamwise and wall-normal directions. The span-

wise direction employs a spectral expansion for discretization

[6]. A semi-implicit three-step Runge-Kutta method is used

for temporal discretization. More details of the DNS code and

further particulars can be found in references [7] and [8]. The

number of grids are Nx, Ny , Nz = 12801, 770, 2700 and the

domain size is (Lx, Ly , Lz)/δe = 26.1, 3, 4.1, where δe is the

boundary layer thickness at the exit.

Figure 1 presents the spatial evolution of the the shape

factor (H) and boundary layer (δ), displacement (δ∗), and

momentum (θ) thicknesses. They demonstrate the highly

non-equilbrium and spatially evolving nature of the flow. We

choose three streamwise positions for our analysis: the small

defect case of the APG region (P1, H = 1.60), the large defect

region at the boundary of the two regions (P2, H = 2.78) and

the small defect region of the FPG region (P3, H = 1.60).

We collect temporal data from these three positions, and

also have instantaneous snapshots of the whole domain as the

spatial data. The temporal data are taken at the exact loca-
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tion. And the streamwise length of each structure is obtained

using the mean velocity at the center of each structure. There-

fore, we define a convective velocity for each structure. As for

the spatial data, we use a box, the size of which is 2 local

boundary layer thicknesses.

RESULTS

To evaluate the success of the mean streamwise velocity as

the convective velocity for the Taylor’s frozen turbulence hy-

pothesis, we examine the streamwise length of the individual

cluster. As stated in the introduction we focus on the vortex

clusters for the moment. The vortex clusters are obtained us-

ing the Q criterion and are identified as the connected regions

satisfying the following condition [1]

Q(x|t, y, z) > αQrms(y) (1)

where α is the threshold constant. After identifying the vor-

tex clusters, we examine their aspect ratio for the position P1.

Figure 2 presents the joint probability density function (pdf)

of ∆x/δ and ∆y/δ, and ∆x/δ and ∆z/δ of vortex clusters

where ∆i is the length of a structure in the direction of i.

We consider only P1 for the abstract but we will present the

results for P2 and P3 in the final paper. The joint pdfs are

presented for detached structures only. Here we consider de-

tached struct ures as structures whose minimum wall-normal

position is above 0.05δ. In addititon, only the structures whose

center is between 0.3δ and 0.8δ are taken int account.

The joint pdfs show that using the Taylor’s hypothesis with

the local mean velocity is an accurate way of estimating the

cluster’s aspect ratios for detached structures. The results of

temporal and spatial data for the detached structures coin-

cide very well. The aspect ratio of structures are almost the

same for both methods regardless of their size in any direction.

Moreover, the levels are also very similar. The peak location

of pdfs are almost same as well. These findings show the mean

velocity is a good approximation as the convective velocity for

detached vortex clusters.

We will present a more detailed analysis for the final pa-

per. We will consider two additional defect positions and also

examine Reynolds-stress-carrying structures too.
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Figure 1: The spatial evolution of the shape factor (top) and

δ, δ∗, and θ (bottom) as a function of x/δ0. The sub-index 0

indicates the value at inlet.

Figure 2: The joint pdfs of ∆x/δ and ∆y/δ (top), and ∆x/δ

and ∆z/δ (bottom) for detached vortex clusters. The contours

indicate the 30%, 60% and 90% of the total number of clusters.

Only the clusters whose center is between 0.3δ and 0.8δ are

considered.
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INTRODUCTION

The present numerical study is a continuation of the

work published in [1]. The focus of the investigation was on

axisymmetric turbulent boundary layers (ATBL) that develop

around streamwise oriented long cylindrical objects such as

those found in applications like towed array sonars or marine

seismic streamers. Such devices have, in a simplified view, a

long tube-like geometry (circular cross-section) with several

hydrophones embedded in its center and are typically towed

underwater behind a vessel. Capable of sensing acoustic

waves, they are widely used for navigation, communication,

maritime surveillance and geophysical exploration. For these

and many other applications, the turbulent fluctuations

within the turbulent boundary layer (TBL) often have a

negative impact compared with laminar flow. Turbulence

in wall-bounded flows can excite vibrations in exposed solid

structures and generally leads to increased wall shear stress.

Furthermore, sound waves can be diffracted or absorbed when

traveling through a region of turbulent flow, and turbulent

fluctuations of velocity, wall shear stress and pressure can

act as intense sound sources. Such sound sources induce

the unwanted flow noise of the towed array sonar or marine

seismic streamer which limits the performance of the acoustic

pressure sensing device by decreasing the signal-to-noise

ratio. With the motivation to improve the performance of

these devices, the aim of the work in [1] was to design a

surface modification that influences the turbulent boundary

layer around a cylinder in axial flow to reduce the near-wall

turbulent fluctuations.

The design of the surface modification was inspired by the

findings of Krieger et al. [2] and Neves et al. [3]. Krieger

et al. [2] carried out numerical investigations on the TBL along

flat walls with streamwise-aligned grooves. They showed that

within the longitudinal grooves there exists a strong damp-

ing of turbulence and a suppression of turbulent production.

The near-wall turbulence in the grooves tends to approach

the one-component state in the anisotropy-invariant map and

therefore tends to stabilize the near-wall flow. However, the

flat regions between the grooves experience a relative increase

in velocity, and in some cases inflectional profiles that can in-

duce turbulence. To improve the surface modification used in

[2], the interspace region must be redesigned in a way that

a stabilization of the turbulent flow is also possible in the

area between the grooves. The design of the geometry in the

intergroove region in [1] was inspired by the work of Neves

et al. [3], who studied the effect of convex, transverse curva-

ture on axisymmetric turbulent boundary layers around long

cylinders in axial flow (see also [4] and [5]). Strong transverse

curvature effects are present in ATBL flows around stream-

wise oriented cylinders when the boundary layer thickness δ

considerably exceeds the radius of the cylinder a. The results

in [3] reveal that turbulence is sensitive to convex transverse

curvature. In [1], the data from Neves et al. [3] was analyzed

within the anisotropy-invariant space. It was shown that with

increasing curvature the anisotropy of the near-wall turbulence

increases and tends to approach the one-component state of

turbulence. According to [6] and [7], this suggests that an in-

crease in transverse curvature may lead to flow stabilization.

This observation is also supported in [3] where the velocity

correlation coefficients appear to indicate a tendency towards

flow stabilization in the simulation case with the strongest

transverse curvature.

Figure 1: Cross-section of the modified cylinder (only top half

shown). The streamwise flow direction is perpendicular to the

image plane. The image section of Fig. 2 is indicated.

The design of the surface modification used in [1] is shown

in Fig. 1 (only half of the modified cylinder is shown). Fig. 2

provides a closer look at the surface modification and reveals

the groove-like regions (valley) and the interspace regions

with their relatively strong, convex, transverse curvature

(crest). Theoretically, both regions should increase the

near-wall anisotropy of turbulence and force the turbulence

towards its one-component state in the anisotropy-invariant

map, thus leading to a stabilization of the flow.
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The results in [1] showed that the surface modification

resulted in a significant reduction in the overall wall shear

stress. It was possible to considerably reduce the turbu-

lent intensities, the Reynolds stress, the velocity spectra,

and the turbulent dissipation in the valley regions (concave

grooves). Furthermore, the analysis within the anisotropy-

invariant space revealed a tendency towards flow relaminar-

ization in the grooves. However, no tendency towards a flow

stabilization could be observed in the crest regions (convex

curvature). Furthermore, the pressure field could not be in-

fluenced by the modified cylinder surface in comparison to a

reference cylinder with circular cross-section (dashed cylinder

in Fig. 1). Suggestions to improve the surface modification

are provided in [1]. The basic idea to improve the design is to

apply stronger convex, transverse curvature in the regions be-

tween the grooves by reducing the crest radius ac (see Fig. 2),

or more precisely reducing the ratio of the crest radius to the

viscous length scale a
+
c .

Figure 2: Enlarged detail view of the section highlighted in

Fig. 1. The sample lines at the positions ”crest” and ”valley”

are indicated as well as the convex, transverse curvature radius

of the crest region ac.

PRESENT INVESTIGATION

The suggestions from [1] to improve the surface modifi-

cation are realized in the present numerical investigation.

The surface modification shown in Fig. 1 is scaled down

while keeping the mean radius of the cylinder a = 11 mm

(dashed cylinder) so that the non-dimensional crest radius

is reduced from a
+
c ≈ 38 (old surface modification from

[1]) to a
+
c < 9 in the present study. Furthermore, a new

numerical setup is used, which leads to a better agree-

ment of the reference cylinder (circular cross-section) results

with recently obtained experimental data from Näger et al. [8].

The open-source code OpenFOAM is used to perform the

computations using a finite volume method discretization.

Wall-resolved large-eddy simulations in combination with

the WALE (wall-adapting local eddy-viscosity) subgrid-scale

model are applied to realize the incompressible flow simula-

tions. The simulation domain has a length of twenty times

the mean cylinder radius a and the outer farfield boundary

has a radius of thirty times the radius a. Cyclic (periodic)

boundary conditions are used in streamwise direction to

resemble the flow over a long cylinder. A momentum

source is used to drive the flow and to ensure that the

desired volume-average velocity of 1 m/s is maintained. The

temporal and spatial discretization schemes are of second

order accuracy. The numerical grid is structured and of

O-type character. The near-wall grid resolution in wall-units

for the streamwise, radial and circumferential directions are

∆x+ ≈ 20, ∆r+ ≈ 0.5, and ∆θ+ ≈ 2, respectively.

The first results show that the surface modification of

the present study is able to reduce the overall wall shear

stress even more than the surface modification that was used

in [1]. The analysis in the anisotropy-invariant map shows

that the near-wall turbulence in the groove regions almost

reaches the one-component state. The turbulent production,

turbulent dissipation, and Reynolds stress profiles show a

local relaminarization in the grooves. However, there is still

no tendency for a flow stabilization observable in the crest

region. Nevertheless, in addition to the improvement of

the overall reduction in the wall shear stress and the local

relaminarization in the grooved regions, the present surface

modification was also able to influence the pressure field. A

noticeable reduction in the root-mean-squared wall pressure

fluctuations could be achieved in the valley regions while

the crest regions showed no change in the wall pressure

fluctuations in comparison to the reference cylinder. A

similar tendency can be observed in the wall pressure spectra.

Simulations with a surface modification having a
+
c < 5

(crest radius smaller than the viscous sublayer) are planned

to extend the data that will be presented at the DLES14

workshop.
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INTRODUCTION

The Boeing Speedbump is a set of test-cases, at different

Reynolds numbers ranging from ReL = 1 · 106 − 4 · 106 (based

on the width of the bump model, L), proposed by the Boeing

Company to improve the simulation accuracy of smooth-body

separation using combined experimental and computational

campaigns. The shape of the bump is a simplified version of

the suction surface of a wing and hence can be used as a test

problem to solve the challenges encountered while simulating

wings; like an adverse pressure gradient quickly succeeding

a region with a favourable pressure gradient, smooth body

separation, reattachment of separated flow, etc.

MOTIVATION

As of now, two major experimental campaigns [1, 2] have

characterized the flow at different Reynolds numbers. A few

computational efforts [3, 4, 5] have been devoted to perform-

ing direct numerical simulation (DNS) over the hump at the

lowest ReL = 1 · 106 although they did not study the complex

boundary layer mechanisms that take place, in terms of how

the boundary layer develops as it passes over the bump sub-

jected to the changing pressure gradients. Several others have

performed wall-resolved and wall-modelled large eddy simu-

lation (LES) over the bump at higher ReL. While the flow

at the lower ReL could be anticipated to be easier to predict

at first, several flow features such as relaminarization of the

initially turbulent boundary layer, an adverse pressure gra-

dient following a region of favourable pressure gradient, and

incipient separation behind the hump (very sensitive to mesh

resolution), makes it a challenging problem. As such, we de-

vote this work to analysing turbulent statistics over the Boeing

Speedbump at ReL = 1 · 106.

CASE SETUP

The shape of the bump is described based on the width of

the bump model, L. Although the case is fully 3D, owing to

the computational costs associated with performing DNS, so

far all DNS have been performed on a spanwise periodic sec-

tion which corresponds to ≈ 0.04L spanwise extent about the

centerline of the bump. In order to make it straightforward

to have cross comparisons between experiments and computa-

tional simulations, the geometry is defined using a Gaussian

shape as:

y(x) = h exp

(
−

(
x

x0

)2
)

(1)

where x is the coordinate aligned with streamwise direction,

x0/L = 0.195. The height of the bump is h/L = 0.085.

There are in fact two Reynolds numbers associated with this

bump case, one is the Reynolds number based on L, which is

1 · 106 in this case; the second Reynolds number corresponds

to the state of the boundary layer at some reference location

upstream of the bump peak. For our case, we simulate a turbu-

lent boundary layer at a momentum-loss thickness Reθ = 1050

at x/L = −0.60, where x/L = 0 corresponds to the location

of the bump peak. This produces a boundary layer thickness

at x/L = −0.60 which is 1

8
the height of the bump, as what

Balin and Jansen [3] had in their DNS.

METHOD

The high-order spectral element solver Nek5000 is used for

this work. As described above, the inflow to the bump consists

of a turbulent boundary layer, which poses its own challenges.

In the current work, we use a precursor-based Dirichlet veloc-

ity condition at the inlet. Here, we first perform a precursor

simulation of a turbulent boundary layer in SIMSON and ex-

tract 2D velocity slices from it to be imposed as Dirichlet

condition to the simulation in Nek5000. We have extensively

studied this specific inlet condition in comparison to other

existing methods, like the synthetic eddy method and reduced-

order methods based on POD, in recent work [6].

The inlet turbulent boundary layer is at a momentum-

thickness based Reynolds number, Reθ = 790, and located at

x/L = −0.72, which develops to Reθ = 1050 at x/L = 0.60.

At the outlet, a stabilized stress-free outflow condition is ap-

plied to allow vortical structures to easily flow out of the

domain without causing destabilizing pressure fluctuations.

Periodic boundary conditions are applied at the spanwise

boundaries, which are spaced at ∆Z
L

= 0.04 like in the other

reference DNS of the bump. The no slip condition is applied

at the bottom wall. Moreover, the top boundary is tilted along

the streamwise direction according to a power law (as much as

the displacement thickness of the boundary layer that would

have developed in the wind tunnel), and a slip condition is

applied in order to take the wind tunnel top wall into account

without having to solve for the boundary layer using extra
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computational effort.

Figure 1: Flowfield over the Boeing Speedbump showing λ2

structures over the bump colored by streamwise velocity

RESULTS

The flow has been simulated using three different grids lead-

ing up to DNS resolution. Figure 1 shows an instantaneous

snapshot of the turbulent boundary layer passing over the Boe-

ing Speedbump. Although the larger time-scales of the bigger

structures behind the hump make it expensive to get a statis-

tically steady solution across the whole domain for the DNS

grid, more studies were performed on the coarser grids and

their results are compared. Specifically, span and time aver-

aged statistics have been used to validate the flow-field against

other DNS in literature.

The mean and root-mean-square values of the velocity com-

ponents converged quite well in the region ahead of the bump,

although more time averaging is required to match those quan-

tities behind the bump. More sensitive quantities like the

distribution of skin-friction coefficient along the bump, as

shown in Figure 2, match quite well in the region ahead of

the hump. Here it is clear that our inflow condition quickly

reaches the turbulent state as expected and shows similar be-

haviour to others in literature, only having a development

length < 10δ990 , where δ990 is the boundary layer thickness at

the inlet. The Cf decreases initially as the turbulent bound-

ary layer approaches the FPG side of the bump, where the

flow accelerates and relaminarizes. At the peak of the bump,

the flow now experiences a change from favourable to adverse

pressure gradient, and then succession creates the formation

of an internal layer which can be seen as a local dip in Cf

right behind the hump. This local dip has been challenging

to capture both in coarser grid simulations as well as in LES,

however our DNS captures the dip quite well. Further behind

the bump, the Cf continues to drop as the flow experiences

incipient separation. Here, the flow structures get bigger in

size and hence it takes longer to get converged results owing

to larger time-scales, which manifests as oscillations in our Cf

plot, which will be smoothened by running the simulation for

longer in time.

OUTLOOK

At present, this DNS over the Boeing Speedbump has been

validated against other work in literature and is being simu-

lated for longer time to obtain a better time-averaged result;

especially in the region behind the bump that have inherently

larger time-scales. Although similar statistics have been re-

ported in literature, no one has looked at more details of how

the turbulent boundary layer evolves as it passes over the dif-

ferent sections of the bump ranging from favorable to adverse

pressure gradients in comparison to canonical cases. Because,

based on recent studies [7], it is known that an adverse pres-

sure gradient region that succeeds a region of favourable pres-

sure gradient behaves differently than if a flow experienced

adverse pressure gradient right after a zero pressure gradient

(which is what several canonical flows were studied on and

used to derive scaling laws that fed into several models), hence

this will be looked into in this work. Also, the region just af-

ter the hump where the internal layer forms has received less

attention owing to the larger time scales associated with the

flow that succeeds it. Considering the fact that this internal

layer was not captured in coarse-grid simulations as well as

in LES, understanding its mechanism is crucial to feed more

information to build better turbulence and wall models.

In this study, we will perform more in-depth analysis of

the turbulent statistics over the Boeing Speedbump at ReL =

1·106 by looking at how the pressure gradients affect the mean

flow (as compared to canonical cases) and Reynolds stress dis-

tribution. We will also look at relevant 2D spectra to give

more insights into the important mechanisms that drive the

development of the boundary layer over the bump.
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Figure 2: Validation of skin-friction coefficient, Cf , along the

hump. The ”Fine” grid case corresponds to DNS resolution.
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line Uzun and Malik [4], green dashed line Balin and Jansen

[3], red dashed line Shur et al. [5]
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INTRODUCTION

Computational fluid dynamics (CFD) plays a central role

in the modern aerospace industry, serving as a tool for the

design of hydro/aero-vehicles. However, closure models for

CFD models are still unable to comply with the stringent ac-

curacy requirements and computational efficiency demanded

by the industry [1]. These limitations, imposed by the defiant

ubiquity of turbulence and the necessity to capture key phys-

ical flow phenomena, call for the exploration of new venues to

develop robust and accurate closure models for CFD.

In this talk, we introduce a machine-learning-based model

for wall-model large-eddy simulation (WMLES), referred to as

the building-block-flow model (BFM) to address these limita-

tions. The foundation of the model rests on the premise that

simple canonical flows contain the essential physics to pro-

vide accurate predictions in more complex scenarios. It is also

envisaged to provide accurate results with coarse resolutions

(affordable for industrial applications).

Previous versions of the BFM have been shown to improve

predictions of both canonical and complex flow [2, 3]. In this

talk, we will present the latest GPU-based version of the model

and we will assess its performance in a complex flow with

smooth body separation.

METHODOLOGY

The BFM is implemented in the finite volume solver

charLES [4]. The solver integrates the filtered Navier-Stokes

equations using a skew-symmetric finite volume formulation

that has reduced dispersion error and is at least second-order

accurate. The numerical discretization relies on a flux formu-

lation that is approximately entropy preserving in the inviscid

limit, thereby limiting the amount of numerical dissipation

added into the calculation.

The BFM consists of 3 artificial neural networks (ANNs)

trained with supervised learning. The first neural network is

tasked with the prediction of the eddy-viscosity in the control

volumes that are not in contact with a wall. The second and

third networks predict the eddy-viscosity and the wall-shear

stress in the control volumes attached to the wall, respectively.

The inputs of the ANNs are the local value of the invariants of

the velocity gradient tensor. In addition, the second and third

networks use the parallel component of the relative velocity to

the wall as input. These networks have been trained with LES

simulation from simple canonical cases (denoted as building

blocks) whose eddy viscosity has been adjusted to yield the

correct velocity profile. These building blocks include chan-

nel flows at different Reynolds number, and Poiseuille-Couette

flows with different pressure gradients.

RESULTS

To assess the performance of the BFM, we perform numer-

ical simulations over the Gaussian Bump, proposed by Boeing

and Williams et al. [5]. This geometry consists of a three-

dimensional tapered bump, wider in the spanwise direction

than the streamwise. The main idea of this test is to serve as

a validation benchmark of smooth body separation for CFD

models. The geometry of the bump is sketched in figure 1. The

width of the bump is L and its maximum height is 0.085L.
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Figure 1: 3D view of the Gaussian Bump proposed by . The

flow comes from left to right in the streamwise direction, x.

A uniform inflow of streamwise speed U is imposed up-

stream the bump. The simulations are performed at ReL =

3.6 · 106 (based on the bump width, L, and the free-stream

velocity, U) and Mach number, M = 0.17. The grid size is

∆/L = 0.004, which corresponds roughly to 5 to 10 points

per boundary layer thickness, depending on the streamwise

position [6].

To assess the performance of BFM, we compare the re-

sults from the simulations to those provided by experiments.

In addition, using the same grid and the same solver (i.e,.

charLES), we perform an additional simulation where the

eddy-viscosity is provided by the Vreman model [7], and the

wall-shear stress is predicted using and ODE-based equilib-

rium wall model (EQWM) [8].

Preliminary results using a previous version of the BFM

have been obtained. Figure 2 shows the average velocity pro-

file downstream the apex of the bump, where the separation

bubble develops. We can observe that, with the present grid

resolution, the Vreman model with the EQWM fails to pre-
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dict the separation bubble. On the contrary, BFM captures

the separation region, yielding a very good agreement with

experimental results.
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Figure 2: Average velocity profile downstream the apex of

the Gaussian bump at y/L = 0. (white dots) Experimental

measurements from Gray et al. [9]; (red) Vreman-EQWM; and

(blue) BFM.

In the talk we will present the results obtained with the

latest BFM version which will include a richer collection of

building blocks.
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INTRODUCTION

Turbulent convective flows driven by buoyancy due to tem-

perature differences are ubiquitous in nature comprising both

atmospheric and geophysical flows[1]. The incompressible

Rayleigh-Bénard configuration governed by the Boussinesq

equations can exemplify some of the complicated physics. In

this setup, we have two infinitely long plates with the bot-

tom plate kept at a higher temperature than the upper one.

The incompressible Rayleigh-Bénard configuration has been

extensively studied in the past.

However, in many scenarios, this thermal convection

paradigm which is also known as the Oberbeck-Boussinesq

(OB) limit is not adequate. Deviations from the OB limit are

commonly termed as non Oberbeck-Boussinesq (NOB) effects.

The NOB effects break the perfect statistical top-down sym-

metry observed in the conventional OB limit. NOB effects can

occur due to several additional physical mechanisms including

phase changes in the atmosphere [2], strong material proper-

ties and density dependence on temperature and pressure [3],

and intrinsic compressibility effects. Here, we are focusing on

genuine intrinsic compressibility effects attempting to isolate

all the other possible routes to NOB effects. The latter will

be studied here in direct numerical simulations (DNS).

Conventional incompressible Rayleigh-Bénard flows can be

characterized by two governing parameters: the Rayleigh

number, Ra = Cp⟨ρ⟩2B∆TgH3/(µkTB) and Prandtl number,

Pr = Cpµ/k. Here, Cp, g, ∆T , H, µ, k, ⟨ρ⟩B and TB corre-

spond to specific heat at constant pressure, acceleration due

to gravity, temperature difference across the layer, depth of

the convection layer, dynamic viscosity, thermal conductivity,

mean density and temperature at bottom plate, respectively.

Additional parameters are required to characterize com-

pressibility effects. The first parameter is the dissipation

number, D defined as

D =
gH

CpTB
. (1a)

This corresponds to an adiabatic equilibrium or temperature

gradient across the depth if we have an isentropic process. The

second parameter is the superadiabaticity,

ϵ =
∆T

TB
, (1b)

which is the excess temperature gradient from the adiabatic

equilibrium (see Fig.1). Superadiabaticity should be greater

than one for instabilities to grow and thus convection to occur.

Figure 1: Simulation setup of the compressible turbulent con-

vection flow. T̄ (z) and T̃ (z) correspond to adiabatic and

conductive equilibrium, respectively.

H

GOVERNING EQUATIONS AND DNS

The equations of motion for compressible convection are

∂tρ+ ∂i(ρui) = 0 (2a)

∂t(ρui) + ∂j(ρuiuj) = −∂ip+ ∂jσij − ρgδi,3 (2b)

∂t(ρe) + ∂j(ρeuj) = −p∂iui + ∂i(k∂iT ) + σijSij (2c)

p = ρRT where R = Cp − Cv . (2d)

These equations correspond to mass, momentum and en-

ergy conservation laws along with the ideal gas equation of

state. Here, ρ, ρui, p, ρe, T are the mass density, momen-

tum density components, pressure, internal energy density,

and temperature, respectively. The viscous stress tensor is

σ = 2µS+2µI(∇ ·u)/3 with the Kronecker tensor I and the

rate of strain tensor S = (∇u + ∇u
T
)/2. The dynamic vis-

cosity µ is assumed to be constant in these simulations. The

thermal conductivity k is related to the viscosity through the

Prandtl number, k = µCp/Pr. In our DNS, Pr = 0.7. Cp

and Cv correspond to specific heat at constant pressure and

volume, respectively. Their ratio, γ = Cp/Cv = 1.4 for a di-

atomic gas is used and R is the gas constant. The internal

energy is defined as e = CvT .

A uniform grid is used in x– and y–directions along with

periodic boundary conditions. In wall-normal z–direction, a

non-uniform grid with a point clustering near the walls is
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Figure 2: Visualization of the plume structure of the su-

peradiabatic temperature field Tsa. Contours of ln |∇Tsa| are

shown at two instants, (a) for case 1 with D = 0.1 and (b)

for case 8 with D = 0.8. Minimum/maximum contour levels

correspond to -7.0/-2.4 in (a) and -9.5/-4.0 in (b). The top

contour surface is slightly below z = H.

taken, which follows a hyperbolic tangent stretching func-

tion. Spatial derivatives are calculated by a 6th-order compact

scheme for all points except near the walls [4, 5]; there 4th-

and 3rd–order compact schemes are used at the last two grid

points near the wall. No-slip, isothermal boundary conditions

are applied at the top and bottom. The boundary condition

for p is evaluated using the z-component of the momentum

equation at z = 0, H, ∂p/∂z = ∂σiz/∂xi − ρg. The fields

are advanced in time by a low storage 3rd-order Runge-Kutta

with a Courant number of CFL = 0.5.

RESULTS

In the current work, we focus on moderate superadia-

baticity ϵ ≈ 0.1 with the dissipation number ranging from

D = 0.1—0.8. The dissipation number is a measure of the

background stratification. The adiabatic background den-

sity profile defined as ρa (z) /ρB = (1−Dz/H)
1/(γ−1)

[6]

increases with D. For the highest D considered in our study,

ρB/ρT ≈ 56. In our recent work [7], we systematically ana-

lyzed the effect of stratification (by increasing D) at ϵ ≈ 0.1

for fixed Rayleigh number, Ra ≈ 10
6
and Prandtl number,

Pr = 0.7. The asymmetry in the superadiabatic tempera-

ture due to high D can be seen in Figure 2 comparing the

lowest (D = 0.1) and highest (D = 0.8) compressibility cases

respectively. The low compressibility case is similar to that of

incompressible Rayleigh-Bénard convection with the plumes

from the top and bottom more or less symmetric in frequency

and magnitude. However considerable asymmetry is observed

for the high compressibility case with slender plume structures

from the top boundary although the top boundary layer thick-

ness increases with D [8]. We showed that the transitional

behaviour is due to significant compressibility effects near the

top boundary resulting in considerable pressure fluctuations.
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Figure 3: Turbulent Mach number for different cases.

H

✻
D

We demonstrate this in Figure 3 by plotting the turbulent

Mach number, Mt (z) = u′
(z) /

√
γR⟨T ⟩ (z). One finds that

compressibility increases near the top boundary with D along

with growing asymmetry between the boundaries. A charac-

teristic Mach number, M (T ) can be defined in terms of ϵ and

D as follows: M =
√

ϵD/ (γ − 1). From the inset of the fig-

ure, we observe that the maximum turbulent Mach number

is comparable to the characteristic Mach number, M (Tbulk)

defined using the bulk temperature.

Although we consider still an idealized flow, the sparse

network of thin plume structures at top boundary at least

qualitatively resembles the well-known granule network at the

surface of the Sun. Higher Rayleigh number simulations would

give further insights, thus in this work, we will present numer-

ical simulations at Ra ≈ 10
7
. The new studies will include

effects of compressibility on scaling of turbulent heat transfer

with respect to Rayleigh numbers, a comprehensive analysis

of the top boundary layer structure elucidating the formation

and ejection of the slender plume like structures from the top

boundary along with the compressibility effects on the mix-

ing efficiency of the fluid falling from the top and rising from

bottom into the bulk.
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INTRODUCTION

Turbulent boundary layer drag reduction plays a vital role

in mitigating energy requirements in high Reynolds number

flows. Various drag reduction techniques have been developed

in the past to reduce friction drag. In addition to passive drag

reduction techniques such as riblets, active techniques that

involve control systems offer the advantage of adjustable ac-

tuation parameters according to the prevailing flow conditions.

Since active methods require external energy input, they are

not only evaluated based on drag reduction (DR) but also

on net power savings (NPS), which is a crucial parameter for

assessing flow control efficiency. One promising approach in

active flow control is based on spanwise traveling transversal

waves (STTW). Extensive research [1, 2, 3, 4, 5] has demon-

strated the efficacy of STTW in controlling near-wall turbulent

structures and reducing viscous and pressure drag. However,

a majority of these investigations have been limited to in-

compressible or low Mach number turbulent boundary layers.

In practical scenarios, transportation vehicles such as aircraft

operate under compressible flow conditions. Therefore, this

project is dedicated to analyzing and understanding the influ-

ence of compressibility on the efficiency of DR and NPS for

compressible turbulent flat plate flow.

NUMERICAL SETUP

Turbulence scale-resolving numerical simulations for ac-

tively controlled turbulent boundary layer flow are con-

ducted by the in-house flow solver m-AIA (multiphysics-

Aerodynamisches Institut Aachen). A finite volume method

(FVM) is used to solve the Navier-Stokes equations for three-

dimensional unsteady compressible flow.

The turbulent boundary layer flow over a wall actuated

by a sinusoidal wave motion is depicted in Figure 1. Two

Mach numbers M1 = 0.2 and M2 = 0.7 are considered to in-

vestigate the effect of compressibility on DR and NPS, while

the Reynolds number based on the momentum thickness of

the reference case is Reθ = θx1
u∞/ν = 1, 000, with θ = 1

at location x1 = 160. The domain sizes are defined by

Lx × Ly = 361θ × 101θ and Lz/θ = 21.65, 32.47, 43.30,

54.19, and 64.94. In the x-direction, the configuration con-

sists of a non-actuated region (0 < x/θ < 50), a transition

region (50 < x/θ < 125) to ensure a smooth surface con-

necting the flat plate and wavy wall, a fully actuated region

z

y

x
ywall(z, t|λ, T, A) = A cos(2π

λ
z − 2π

T
t)

λ, T
2ANon – actuated

Spatial tra
nsitio

n

Fully - actuated

Spatial tra
nsitio

n

Non – actuated

Figure 1: Schematic of spanwise traveling wave setup. The

region corresponding to the dashed red line is used to calculate

DR and NPS.

(125 < x/θ < 235), and finally, a transition to a non-actuated

region. The grid resolution is ∆
+
x × ∆

+
z ≈ 10.0 × 4.0, and

∆
+
y |wall ≈ 1.0 with gradual coarsening along the y-coordinate

yielding a maximum value of ∆
+
y < 16.0 inside the boundary

layer. The near-wall grid resolution is chosen to be similar

to that of a direct numerical simulation (DNS) to ensure an

accurate solution for the impact of wall actuation on turbu-

lent structures. The actuation parameters are specified by

λ+, T+, A+
in inner scaling based on the friction velocity uτ

and kinematic viscosity ν, as detailed in the table 1. Latin

hypercube sampling is employed to obtain parameter settings

within the predefined range of actuation parameters shown in

table 1.

Further details on the numerical method, boundary con-

ditions, and the validation for active control simulations can

be found in the studies for flat plate TBL flows [2, 4] and

turbulent airfoil flows [1, 3].

The efficiency of the actuation is assessed based on the drag

coefficient for the actuated and non-actuated cases

∆cd =
cd,x,ref − cd,x,act

cd,x,ref
· 100 (1)

cd =
Fpressure + Ffriction

1
2
ρu2

∞
Asurf

(2)

determined by pressure force Fpressure =
∫

Asurf
−pndA and

the friction force Ffriction =
∫

Asurf
τ ·ndA acting on the wet-
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ted surface Asurf. Furthermore, the NPS is defined by

∆Pnet =
Pref − (Pact + Pcontrol )

Pref

· 100 (3)

where Pref/act = Fref/actu∞ is the energy in the freestream,

while Pcontrol =
∫

Asurf
[−puwall+τ ·uwall]·ndA is the required

power to overcome the friction and pressure forces acting on

the plate surface.

M λ+ T+ A+

0.2 {1000, 1500, 2000, 2500, 3000} [70, 160] [10, 79]

0.7 {1000, 1500, 2000, 2500, 3000} [70, 160] [10, 79]

Table 1: Dimensionless actuation parameters for the wave-

length λ+
the time period T+

, and amplitude A+
.

RESULTS

Figure 2(a, b) display the maps of DR as a function of wave-

length and period at M1 = 0.2 and M2 = 0.7. At each Mach

number, the solution of 36 cases is indicated by grey points.

Cubic interpolation of these data onto an irregular grid over

the parameter space λ+
= 1000, 1500, 2000, 2500, 3000 and

70 ≤ T+ ≤ 160 was performed to generate the maps.

I

II

(a) (b)

(c)

Figure 2: (a, b) Maps of DR at (a) M1 = 0.2 and (b) M2 =

0.7. (c) Map of the difference in DR between M1 = 0.2 and

M2 = 0.7.

At M1 = 0.2, the maximum DR of 19.2% at (λ+, T+
) =

(3000, 88) is in close agreement with the incompressible case

at M = 0.1 mentioned in [2], where a 16% drag reduction

at (λ+, T+
) = (3000, 90) has been found. At M2 = 0.7,

the maximum DR increases to 27.5% at the actuation pa-

rameter setting (λ+, T+
) = (3000, 88). The drag reduction

distribution at M2 = 0.7 exhibits a similar pattern compared

to M1 = 0.2. Figure 2(c) shows the difference in DR as the

Mach number changes from 0.2 to 0.7. In general, DR is higher

at the higher Mach number. Depending on the disparity lev-

els, the entire dataset can be decomposed into regionI and

regionII. The dividing line of these regions is defined by the

critical outer scale parameter, i.e., the phase speed c = λ/T .

The vortex topology based on λ2 criteria and the pressure

contour in the yz plane is shown in Figure 3. The isosur-

faces of the vortex structures are generated by λ2 = −0.02,

⁄𝑝 𝑝! 𝑀"#$

⁄𝑝 𝑝! 𝑀"#$

𝑥𝑦

z

𝑅𝐸𝐹

𝑀! = 0.2

𝑀" = 0.7

𝑇
&
= 88 𝐴

&
= 74 𝑐 = 0.306

𝑇
&
= 88 𝐴

&
= 74 𝑐 = 1.028𝑅𝐸𝐹

1.1 1.0 0.9 0.5 0.4 0.3 0.2 0.1

1.8 1.5 1.0 0.51.3 1.2 1.0 0.8 0.6

(a) (b)

(c) (d)

Figure 3: Instantaneous λ2 criteria vortex topology and pres-

sure contour of yz plane for (a, c) reference cases at (a)

M1 = 0.2 and (c) M2 = 0.7; (b, d) actuated cases from

regionII defined in Figure 2 at (b) M1 = 0.2 and (d) M2 = 0.7.

colored by the relative Mach number defined by Mrel =
√

u2 + v2 + (c− w)2/
√

γp/ρ. Compared to the reference flow

field, the flow in the spanwise direction displays inhomogene-

ity. Both the pressure and velocity fields possess periodic

behavior. The trough region exhibits a higher pressure dis-

tribution, while the crest zone features a larger velocity field.

The phase speed c at M2 = 0.7 is nearly 3.5 times greater

than that at M1 = 0.2, despite having the same inner actua-

tion parameter setting. At c = 1.028 relative to the stagnation

sound speed a shock wave shown in Figure 3(d) develops. The

shock wave travels like the surface wave in the positive z di-

rection. Within the shock wavefront, the vortices experience a

reduction in number and size, influenced by the passing wave.

Considering this phenomenon in connection with the increased

drag reduction, it can be stated that the shock waves play a

crucial role in enhancing friction drag reduction. However,

shock waves do prevent any positive NPS.

The spanwise shock waves increase DR, but are detrimen-

tal to NPS. Detailed analyses of the turbulence statistics,

turbulent flow structures, multivariate empirical mode decom-

position, and skin-friction decomposition for compressible flow

will be discussed in the conference presentation.
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INTRODUCTION

In recent years, fluids at supercritical pressures have gained

large interest in industrial applications to increase the effi-

ciency of energy conversion systems, and to reduce the size

of the equipment. In many of these applications, the fluid

can operate in the vicinity of the critical point, where strong

property variations occur across the pseudo-boiling (Widom)

line. These property variations can cause heat-transfer deteri-

oration or enhancement [1], and delay or promote transition to

turbulence. Therefore, the location of the laminar-to-turbulent

transition needs to be accurately predicted.

To investigate this, we recently performed the first-of-its-kind

direct numerical simulation (DNS) of a transitional flat-plate

boundary layer at supercritical pressure [2]. The controlled

H-type transition scenario was investigated similar to the

ideal-gas simulations of Sayadi et al. [3]. A much more abrupt

breakdown to turbulence, with the appearance of secondary

vortex systems, was observed in the transcritical regime. Here,

due to the highly non-ideal thermodynamic behaviour, the

numerical solution requires methods that: (i) conserve kinetic

energy and entropy, (ii) preserve pressure equilibrium, and

(iii) are stable and non-dissipative. Hence, the purpose of the

present study is to discuss the numerical scheme and the GPU-

porting of the in-house flow solver CUBENS (CUBic Equation

of state Navier-Stokes), before applying it for the simulation

of a transitional boundary layer at supercritical pressure.

METHODOLOGY

The CUBENS solver integrates the non-dimensional single-

phase fully compressible Navier-Stokes (NS) equations (see

Boldini et al. [2]) on a Cartesian coordinate system (x, y, z). In

this formulation, the vector of conserved variables is de-

fined as Q = [ρ, ρu, ρv, ρw, ρe]. Consequently, the follow-

ing non-dimensional numbers are obtained: Reynolds num-

ber Reδ = ρ∗
∞
u∗

∞
L∗/µ∗

∞
, Mach number M∞ = u∗

∞
/a∗

∞
,

Prandtl number Pr∞ = C∗

p,∞µ∗

∞
/κ∗

∞
, and an Eckert num-

ber Ec∞ = u∗2
∞

/(C∗

p,∞T ∗

∞
), where L∗

is the local Blasius

length scale δ∗ = (µ∗

∞
x∗/ρ∗

∞
/u∗

∞
)
1/2

. The system of equa-

tions is closed by a thermal and caloric equation of state (EoS)

in reduced form [2]: (i) Van der Waals (VdW), less compu-

tationally expensive, or (ii) Peng-Robinson (PR) for a more

accurate thermodynamic behaviour. With the reduced formu-

lation, only the ratio C∗

v/R
∗

(i.e., the molecular degrees of

freedom) needs to be specified beforehand. In addition, the

transport properties are analytically evaluated, see Ref. [2].

The computational domain for boundary layer simulations is

illustrated in Fig. 1. The inflow is located at x0 and the out-

flow at xe. The domain height is given by ye. In the spanwise

z-direction (z = [0, ze]), periodicity is imposed. All dimen-

sions are then re-scaled by the boundary-layer thickness at

the domain inlet δ99,0. Non-reflecting boundary conditions,

together with damping sponge layers, are applied at the in-

flow, free-stream, and outflow planes. At the wall, the no-

slip and no-penetration conditions are prescribed, and it is

isothermal. To achieve laminar-to-turbulent transition, dis-

turbances are triggered by a wall-normal blowing and suc-

tion strip (x1 < x < x2) according to v(x, y = 0, z, t) =

f(x)
∑N

k=0
Ak sin(ωkt) cos(βkz), with shape function f(x),

with amplitude Ak, frequency ωk and spanwise wavenumber

βk of the considered N -modes [3].

Figure 1: DNS computational domain.

In the context of a high-order spatio-temporal discreti-

sation, sixth-order central finite-differences and an explicit

third-order Runge-Kutta scheme are used, respectively. In or-

der to minimise the dissipation errors, a split-convective form,

which preserves kinetic energy and entropy (KEEP), is im-

plemented [4]. However, this scheme does not maintain the

pressure equilibrium (PE) due to the discretisation of the in-

ternal energy convective term [5]. Thus, based on the ideal-gas

PE formulation of Shima et al. [5], its extension to an arbitrary

EoS is introduced. In this way, no spurious pressure oscilla-

tions are generated without the need for any form of artificial

diffusion [6]. Alongside MPI parallelisation, the solver is GPU-

accelerated using OpenACC for computation offloading and

CPU-GPU data transfer, along with CUDA-aware MPI for

GPU-GPU communication. This allowed for significant gains

in performance. For instance, for the same amount of super-

computer node hours, on a periodic computational box with

256
3
grid points yields: (a) for single CPU-node (128 AMD’s

Rome 7H12) vs. single GPU (1 NVIDIA’s A100), a speed-up
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of ×4.9; (b) for multi CPU-nodes (128 × 4) vs. multi GPUs

(4), a speed-up of ×22.

RESULTS

Before dealing with transitional transcritical boundary lay-

ers, the performance of the KEEP-PE numerical scheme is

assessed and verified. A 1-D inviscid advective test for su-

percritical N2 is chosen as proposed by Ma et al. [6]. At a

constant pressure of p∗
0
= 50bar and velocity of u∗

0
= 1m/s,

the smooth density profile is imposed as ρ∗ = 0.5(ρ∗
2
+ ρ∗

1
) +

0.5(ρ∗
2
− ρ∗

1
) sin(2πx∗

), with T ∗

2
= 300K, T ∗

1
= 100K, and

T ∗

ref = 200K. Numerical results for CFL = 0.8 and at

t∗ = 10 s are presented in Fig. 2. Note that the crossing of

the Widom line is located at x∗/L∗ ≈ 0.55–0.95.

Figure 2: 1-D advection test comparing KEEP and KEEP-

PE with the exact solution: (a) density, (b) temperature, (c)

pressure. In red, pseudo-boiling properties ρpc and Tpc.

With the addition of the new PE discretisation, spurious os-

cillations are suppressed under transcritical conditions. Thus,

in order to both conserve kinetic energy and entropy, while

preserving the PE condition, the KEEP-PE scheme is adopted

for the following investigation.

Next, the DNS of a transcritical transitional boundary-layer

is computed using the in-house flow solver CUBENS. The

controlled H-type breakdown is selected. The base-flow pa-

rameters are reported in Tab. 1.

pr Tr,∞ M∞ Pr∞ C
∗
v
/R

∗
Tr,w T

∗
w
/T

∗
∞

1.10 0.90 0.2 1.0 9/2 1.10 1.222

Table 1: Base-flow properties of the transcritical simula-

tion. Note that the VdW-EoS is here chosen.

In Fig. 3, laminar boundary-layer profiles, which also serve

as DNS initial condition, are displayed for the transcritical

case of Tab. 1. A large wall-normal density stratification,

i.e. ρ∗w/ρ∗
∞

= 0.328, is noticeable.

Figure 3: Self-similar base-flow profiles: (a) reduced tempera-

ture, (b) non-dimensional streamwise velocity, and (c) reduced

density.

After performing a linear stability analysis of the lami-

nar profiles, the DNS is set up such that a modal instabil-

ity is triggered at the same primary frequency ω2-D of the

ideal-gas case of Ref. [3]. Therefore, in a disturbance strip

at Reδ,mid = 415, a two-dimensional wave (1, 0) and a pair

of oblique subharmonic waves (1/2,±1) with ω3-D = 0.5ω2-D

and A2-D/A3-D = 70 are introduced (total number of modes is

N = 3). Instantaneous flow structures are displayed in Fig. 4

by isocontours of the Q-criterion.

Figure 4: Visualisation of the instantaneous flow structures

using isosurfaces of the Q-criterion (Q = 0.025), coloured by

the streamwise velocity.

Clear, developed staggered patterns of Λ-structures (A)

are not present. Instead, secondary vortex systems (B), in-

ducing high-low-speed streaks with high-low-density fluid, are

formed. A snapshot of the density inside the boundary layer

(xy-plane) at a constant spanwise distance of z/δ0 = 0 is pre-

sented in Fig. 5.

Figure 5: Instantaneous density contours (xy-plane). In green,

pseudo-boiling regions with max(Cp).

The formation of Λ-vortices with hairpin vortices at their

tips is characterised by strong vortical roll-up patterns be-

tween the liquid-like (free-stream) and gas-like (wall) re-

gion. Overall, a detailed flow analysis of all variables reveals

an oscillation-free and stable flow field without the addition

of any artificial diffusion, dissipation, or filtering.
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INTRODUCTION

In contrast to incompressible boundary layers, compress-

ible turbulent boundary layers can exhibit large temperature

gradients in the wall normal direction even under adiabatic

wall conditions, and the turbulent field also includes temper-

ature, density, and total temperature fluctuations. Although

considerable progress has been made in the description of com-

pressible turbulent boundary layer flows in recent decades,

their description is not nearly as complete as that of their in-

compressible counterpart. Open issues in compressible flows

include fundamental principles such as the strong Reynolds

analogy and the influence of compressibility on the quantities

of the averaged flow field. For example, the Reynolds analogy

is derived under the assumption of zero pressure gradient, so

it is not readily apparent to what extent the results of the

analogy hold for cases with pressure gradients.

This study aims to gain a deeper understanding of com-

pressible turbulent boundary layers under the combined influ-

ence of pressure gradients and strong wall heat transfer. The

essential problem of this case is the large number of influ-

encing and interacting factors that have a significant impact

on the resulting flow (such as the additional wall tempera-

ture condition), making their clear understanding inevitable.

For example, in compressible flows with pressure gradients,

the displacement effect observed in incompressible adverse

pressure gradients is counteracted by compression due to the

pressure gradient in the flow direction, depending on the Mach

number and heat transfer conditions. Furthermore, when

more than one parameter is changed simultaneously, it is of-

ten not possible to easily assign the resulting boundary layer

behavior to the individual influences. Although the parameter

space is more complex, the main research idea in understand-

ing compressible boundary layers has been to transfer and

apply incompressible knowledge using semi-empirical transfor-

mations that need to be transferred and improved to better

handle these complex cases.

Since the intent of this study is to investigate strong heat

transfer effects, it is necessary to first categorize what can be

understood as such and what the implications are for case

design. Subsequently, the case design and preliminary results

of the pressure gradient cases are presented.

CLASSIFICATION OF HEAT TRANSFER EFFECTS

In the literature there is some variety in classifying the heat

transfer strength, for example the wall temperature to recov-

ery temperature ratio Tw/Tr, the inner scaled heat transfer

Bq = qw/(ρwcpTwuτ ), the diabatic parameter Θ = (Tw −

Te)/(Tr − Te), the Eckert number Ec = u2
e/(cp(Tw − Tr)).

The subscripts w and e denote wall and edge quantities of

temperature T , velocity u, and density ρ; Tr is the recovery

temperature, uτ the friction velocity, qw the wall heat flux and

cp the specific heat capacity. However, when comparing data

at different Mach numbers, a simple Tw/Tr and Bq is not suf-

ficient to classify the heat transfer strength that the boundary

layer ”feels”. For this, quantities such as Θ and Ec have been

claimed to be better comparison parameters [1, 2]. The reason

for this is that in a compressible turbulent boundary layer the

thermal boundary layer is determined by the balance of heat

transfer and dissipation. As the Mach number increases, the

dissipation increases. Therefore, to obtain a comparable heat

transfer effect, the heat transfer must be stronger, which is

included in both parameters. This is particularly problematic

for cooled boundary layers, where the two effects counteract

each other.

Extending this previous work, it can be shown that the

Eckert number, in addition to the Reynolds and Prandtl num-

bers, determines the thermal boundary layer and, especially

important for cooled boundary layers, the position of the tem-

perature maximum.

To demonstrate this, DNS from zero pressure gradient sim-

ulations and a variety of reference data have been collected to

show the effect of the Ec number and especially to classify the

cooled conditions:

• Weak Cooling: Temperature peak in the viscous sublayer

• Moderate Cooling: Temperature peak in the buffer layer

• Strong Cooling: Temperature peak in the log-layer or

above.

Using this classification allows to create cases with signif-

icantly different heat transfer behavior. As a consequence, a

practical issue for moderately to highly cooled cases is that

the stability of an SRA-based inflow condition for tempera-

ture fluctuation in digital filtering becomes much worse. This

is because the temperature fluctuation is not negatively cor-

related with the velocity fluctuation as in the adiabatic cases.

For the weak cooling regime, the temperature peak does not

interact significantly with the turbulence.
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PRESSURE GRADIENTS

Combined with the pressure gradient, this would result in

a large parameter space. To reduce the potential influence of

Reynolds number effects, all cases of the study are designed

to be self-similar in the flow direction, which controls the flow

history and allows the most general conclusions; it also allows

direct comparison with the adiabatic cases presented in [3, 4].

All cases considered are designed around a supersonic Mach

number of Me ≈ 2 with a Rotta-Clauser kinematic parame-

ter of βK ≈ 0.65 and wall temperature conditions that are

heated, adiabatic, and moderately cooled. A strong cooling

case is considered only for a reference zero pressure gradi-

ent. Other design criteria were to have some overlap in the

Reynolds number range Reτ to allow a meaningful comparison

between the different cases, and a domain length long enough

to prove self-similarity.

Since pressure gradients are an effect of the outer layer, it

is shown that the self-similarity analysis [4] is still applicable.

The present self-similar cases allow for a good database to

start looking at what happens for heat transfer and pressure

gradients for the flow structure, the thermal boundary layer

(and the Reynolds analogy). For example, in figure 1 the tur-

bulent heat flux and turbulent shear stress is shown. Showing

the influence of pressure gradient on both profiles.
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Figure 1: Turbulent heat flux profile (Top) and turbulent shear

stress (bottom). Solid line: ZPG, Dash dotted lines: APG.

Cyan/blue: cooled, black: adiabatic, red: heated
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Figure 2: Comparison of a slice of instantaneous temperature

normalized by wall temperature at a constant streamwise po-

sition of the temperature fields. Compared are two cooled

cases, one with adverse and one with zero pressure gradient.
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Università degli Studi di Padova, Padova, Italy
giacomo.dellaposta@uniroma1.it

INTRODUCTION

Given the renewed interest in sustained supersonic and hy-

personic flight in the atmosphere, sub-orbital flights and plan-

etary re-entry, a considerable effort has been recently devoted

to a more in-depth understanding of high-speed wall-bounded

flows. Recent research [1, 2] has thus focused on the study of

compressible turbulent boundary layers in supersonic and hy-

personic conditions exploiting the high fidelity offered by CFD

methods like LES or DNS, which provides unrivalled accuracy

and full access to the flow field.

However, given the relevant computational cost of such sim-

ulations, the existing literature typically considers flow cases

at reduced Reynolds numbers, thus limiting the conceptual

validity of the findings. In this study, we thus present a DNS

database at Mach number M∞ = 2 and friction Reynolds

number Reτ = δ/δv between 900 and 6000, where δ is the

boundary layer thickness and δv = νw/uτ is the viscous

length scale. In addition to adiabatic wall conditions, we also

consider an isothermal wall at the highest Reynolds number,

representative of a boundary layer over a cold wall, to assess

the relevance of thermal effects at high Reynolds numbers.

SETUP AND DISCUSSION

We simulated the cases in tab. 1 using our in-house high-

fidelity solver STREAmS 2.0, which is an extensively validated

finite-difference, CPU-GPU code for high-speed flows [3]. The

domain is a box of length Lx ≈ 120 δin, Ly ≈ 15 δin,

Lz ≈ 9 δin, where δin is the boundary layer thickness at the

inflow station. Periodic boundary conditions are enforced in

the spanwise direction, purely non-reflecting boundary con-

ditions at the outflow and top boundaries, unsteady charac-

teristic boundary conditions at the bottom wall, and recy-

cling–rescaling is applied at the inflow.

From fig. 1, we can observe that as expected, an extended

region characterised by the standard law of the wall is notice-

able for increasing Reynolds number. Fig. 2a confirms that

peak streamwise turbulence intensity increases for larger Reτ .

The peak streamwise turbulence intensity ũ′′2
pk agrees well

with the empirical fitting proposed by Pirozzoli and Bernar-

dini [4]. Incompressible skin friction in fig.2b is instead con-

sistent with the Kármán-Schoenherr fitting.

Finally, wall-normal distributions of the premultiplied ve-

locity and temperature spectra for different wall conditions

(fig. 3) show that for cold walls, the similarity between the

velocity and the temperature fields is lost, with peak temper-

ature fluctuations in the outer portion of the boundary layer.

M∞ Reτ Θ =
Tw−T∞
Tr−T∞

Nx ×Ny ×Nz

2.0 0850 - 2080 1.00 14336 × 0768 × 1536

2.0 2390 - 5478 1.00 32768 × 1536 × 4096

2.0 2427 - 5920 0.25 32768 × 1536 × 4096

Table 1: Summary of computational cases considered.

Figure 1: Van-Driest transformed streamwise velocity profiles.
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(a) (b)

Figure 2: Peak of streamwise turbulence intensity as a function of the friction Reynolds number (a); Incompressible skin friction

as a function of Reδ2 = ρ∞U∞θ/µw (b).

(a) Euu,Θ = 1 (b) Ett,Θ = 1

(c) Euu,Θ = 0.25 (d) Ett,Θ = 0.25

Figure 3: Wall-normal distribution of premultiplied velocity (left) and temperature (right) streamwise spectra at Reτ ≈ 5500 for

adiabatic (top) and cold (bottom) wall conditions.
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INTRODUCTION

Earlier studies on the conjugate heat transfer occurring in

Target Station 2 of the ISIS Neutron and Muon Source at

Rutherford Appleton Laboratory of the Science and Technol-

ogy Facilities Council have indicated that thermal striping and

low frequency oscillations may contribute to thermal stresses

in the target station [1, 2]. The thermal stresses along-side

phenomena such as pulsed heating, pressure waves, erosion,

cavitation, radiolysis, radiation and material damage may

cause the release of spallation products into the cooling water

from the tantalum cladding of the target [1, 5]. The presence

of spallation products in the cooling water is one of the key

indicators of when the target should be replaced [5]. Apart

from the current version of the target, all previous versions

have had a shorter than desired operational lifespan [5].

We are concerned that the resolution of meshes we have

used to simulate the cooling channels of Target Station 2 do

not capture the turbulence fluctuations in the near-wall region

[1, 2]. Therefore, as the size of the mesh could become signif-

icantly larger, i.e. up to ∼5B for each channel plus the solid,

we are using canonical channel flow simulations to determine

the required resolution. Flageul et al. [3] and Li et al. [7]

based their configuration on the direct numerical database of

heated channel flow of Kawamura et al. [6]. However, Flageul

et al. [3] and Li et al. [7] studied fluids at Prandtl numbers

of 0.71 and 1, while the cooling fluid in Target Station 2 has

a Prandtl number of around 5.

NUMERICAL MODELS

Conjugate heat transfer was modelled using version 7 and

8 of Code Saturne [4]. The flow is assumed incompressible

and turbulent with Reτ =395.0 with the application of four

Prandtl numbers 0.71, 1.0, 2.0 and 5.0, which correspond to

the cases in the DNS database reported by [6]. Wall-resolved

Large Eddy Simulations were applied using the Smagorinsky

sub-grid scale where the coefficient is 0.065.

The geometry modelled is consistent with [3] and [7], which

is a channel flow of length 2π, height 2h (h is the half-height

of the channel) and width of π (see Figure 1). The height of

the walls above and below the channel, δ, was set as 3/8 [3].

Two materials were considered in resolving the heat trans-

fer through the solid. These were stainless steel and treating

the solid properties the same as the fluid. The solid properties

were controlled through three related parameters, the ratios of

fluid-solid thermal diffusivity, G = αf/αs, solid-fluid thermal

conductivity, G = ks/kf and the fluid-solid thermal effusivity,

K = 1/(G2

√
G). For the case where the solid properties were

the same as the fluid, the value of the parameters were set to 1,

while for stainless steel they were estimated from the Prandtl

numbers of air and from water at different temperatures and

pressures. The values of G, G2 and K for all Prandtl numbers

considered are given in Table 1.

Three mesh resolutions are detailed in Table 2, the wall

normal distance of the first cell either side of the interface

between the wall and the fluid was calculated according to the

ratio 1/(RePr) with a hyperbolic tangent distribution of cell

sizes. The remaining directions were specified with a uniform

cell size distribution. The convergence of the averaged flow

variables is assessed by checking that the change in the integral

area of the variable profile (mean and variance of velocity and

the scalar temperatures) is consistently below 1%.

RESULTS & DISCUSSION

The results presented here are the temperature scalar and

its fluctuation for the coarse case in Figure 2 and 3, with initial

calculations for the fine mesh presented in Figure 2. We will

present further results at the conference.

The contours in Figure 2 depict cell values of the instan-

taneous, raw temperature scalar at Pr = 5.0 with stainless

steel as the solid. Comparing the two images, we can clearly

see that the fine mesh is capable of the capturing the smaller

turbulent structures while the coarse mesh does not.

Figure 3 depicts the spatially and temporally averaged fluc-

tuations of the thermal scalars in the near-wall region. The

profiles on both sides of the fluid-solid interface are shown with

the value at the interface determined by the gradient of the

profile on either side of the interface. Note that for the case

where the solid was treated as stainless steel and Pr = 0.71,

a negative number was produced for the fluid side, therefore

the value for the solid at the interface was used in the profile.

On the solid side (left) the profiles are linear for both solid

materials considered. On the fluid side (right), the profiles

are linear up to y+ = 5 for the case where the fluid and solid

have the same properties, while the stainless steel profiles fol-

low the DNS curves of Kawamura et al. [6]. Note that the

temperature fluctuation deviates from the DNS solution at

the interface with the value at the wall changes from ∼0.002

to just above 1 as Prandtl number increases. Therefore, for

stainless steel, the higher the Prandtl number, the greater the

fluctuation temperature. This could therefore impact on the
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thermal stresses in target; however, this requires further in-

vestigation as the target materials (tungsten and tantalum)

have smaller specific heat capacities and larger thermal con-

ductivities than stainless steel giving smaller values of K and

G while G2 are larger.
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Pr G G2 K

0.71 5.916 571.65 0.0007

1.00 0.047 21.94 0.2108

2.00 0.044 22.32 0.2133

5.00 0.040 24.21 0.2072

Table 1: Summary of the ratios to determine the properties

of the solid for stainless steel.

Mesh Coarse Medium Fine

Nx 128 256 512

Ny,fluid 64 128 256

Ny,solid 32 64 128

Nz 96 192 384

Nfluid (Millions) 0.8 6.3 50.3

Ntotal (Millions) 1.6 12.6 100.7

Table 2: Summary of computational meshes considered at

Reδs = 395, Reα = 1.4×10
4
.

Figure 1: Geometry of the channel flow with conjugate heat

transfer.

(a) Coarse (b) Fine

Figure 2: Contours of the instantaneous temperature scalar,

where the solid is stainless steel at Pr = 5.0 for the coarse and

fine mesh resolutions.
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Figure 3: Profile of the fluctuations of the temperature scalar

in the region of the solid-fluid interface at different Prandtl

number.

DLES14 - Book of Abstracts 180



 

 

 

 

 

 

SESSION: Bluff bodies 

 

Thursday, April 11, 2024 

11:20- 12:50 

DLES14 - Book of Abstracts 181



WORKSHOP

Direct and Large-Eddy Simulation 14

April 10-12 2024, Erlangen, Germany

EFFICIENT EULER-LAGRANGE LES OF AGGLOMERATE-LADEN FLOW IN A

T-JUNCTION INCLUDING AN ANN-BASED COLLISIONAL BREAKAGE MODEL

A. Khalifa and M. Breuer

Professur für Strömungsmechanik
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INTRODUCTION

Turbulent flows that transport solid particles and agglom-

erates are of significance in various environmental (e.g., air

pollution) and industrial (e.g., dry powder inhalers) applica-

tions. Particularly in dense flow systems, particle collisions

drive particle dynamics and dictate the evolution of the par-

ticle size through agglomeration and breakup. Investigating

such flows using particle-resolving direct numerical simulation

and discrete element method (DNS-DEM) strategies is pro-

hibitively expensive due to the wide spectrum of length and

time scales that come into play. Recently, there has been a

surge in employing multiscale data-driven modeling strategies

to bridge the gap between expensive, direct methods and more

cost-effective but less detailed approaches. By harnessing ma-

chine learning and high-resolution data, surrogate models for

the description of certain physical phenomena can be devel-

oped to offer reliable predictions at manageable costs. This

study demonstrates the effectiveness of an eddy-resolving mul-

tiscale Euler-Lagrange approach in forecasting particle-laden

flows (e.g., the flow through a T-junction) applying a novel

data-driven agglomerate collision model.

APPLIED METHODOLOGY

The prediction of the continuous phase is conducted within

the Eulerian frame of reference utilizing the large-eddy simu-

lation (LES) technique. The code employs the finite-volume

method for block-structured grids as detailed in [1]. Addi-

tionally, an efficient Lagrangian tracking scheme is applied,

enabling the deterministic identification of inter-particle colli-

sions [2]. Collisions between individual primary particles are

described based on an extended hard-sphere model that ac-

counts for agglomeration. Furthermore, the method takes the

effect of subgrid-scale motions on the particles into consid-

eration. To enable cost-effective computations, agglomerates

are tracked as spherical particles, which simplifies the detailed

structures of agglomerates into single spheres with effective

diameters. Consequently, the internal contact forces between

the constituent particles within an agglomerate are not avail-

able. This limitation requires additional models to predict

agglomerate breakage. Addressing this issue, efforts have been

dedicated to develop models that describe deagglomeration

due to fluid-induced stresses [3, 4], wall impacts [5, 6], and

collisions [7]. All these models have been integrated into the

described simulation methodology.

ANN-BASED AGGLOMERATE COLLISION MODEL

A data-driven modeling strategy is pursued to devise a

model for predicting the outcome of collisions between ag-

glomerates [7]. First, an extensive dataset of approximately

132,000 independent DEM simulations is generated, exploring

a wide range of binary inter-agglomerate collision scenarios in

a vacuum. The aim is to describe the collision-induced change

in the number of particles and velocities of the collision part-

ners in the absence of other external effects such as fluid flow.

For these DEM simulations, agglomerates composed of

spherical, equally-sized, dry, and cohesive silica particles are

prepared. Three primary particle sizes are individually con-

sidered to examine the influence of cohesion. Within each

size category, 54 possible size combinations of collision part-

ners are explored, consisting of a single primary particle as

the smallest partner and 2000 particles as the largest partner.

Additionally, both central and oblique collision cases are taken

into account. Impact velocities are varied, typically compris-

ing 41 different values, leading to diverse outcomes ranging

from agglomeration to complete disintegration of both colli-

sion partners. To account for the heterogeneous nature of

agglomerate structures, each collision event is repeated five

times while adjusting the location of the collision point on

the outer surface of one of the collision partners. The general

setup of the DEM simulations carried out for generating the

collision database is depicted in Fig. 1.

The analysis of the DEM results focuses on four key vari-

ables: The number of primary particles in the resulting frag-

ments, and the three components of the post-collision velocity

vector of each individual fragment. These values were di-

rectly used to train two feed-forward artificial neural networks

(ANNs). The first ANN predicts the number of particles in

each fragment, while the second network determines the post-

collision velocity vector for each fragment. The division into

two separate networks proves advantageous, as it allows for

the customization of network settings to best align with the

nature of the predicted outcome, i.e., the number of particles

versus the velocity vector of the resulting fragments.

FLOW IN THE T-JUNCTION AND SOME RESULTS

The T-junction (see Fig. 2) consists of two square ducts

that intersect at right angles, sharing the same hydraulic di-

ameter of D = 2 mm. The horizontal ducts serve as the inlet

on both ends, while the outlet is at the end of the vertical

duct. The bulk velocity Ub is adjusted to achieve a Reynolds
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Figure 1: General setup of the DEM collision simulations [7].

number of Re = 8000 at which the flow is turbulent. At the

junction, the merging of the two flow streams results in flow

mixing and agglomerate collisions. Thus, the setup is partic-

ularly suitable for investigating breakage caused by collisions.

A statistically fully developed turbulent flow is assumed

at both inlets, with three-dimensional inflow data obtained by

supplementary straight duct simulations. A convective bound-

ary condition is applied at the T-junction outlet. Additionally,

no-slip and impermeability conditions are imposed on the

solid smooth walls of the computational domain. The block-

structured Cartesian grid is clustered towards the T-junction

walls and the mixing region. It consists of approximately 8.5

million control volumes and fulfills the requirements of a wall-

resolved large-eddy simulation.

The simulation starts with the initiation of the unladen

fluid flow, continuing until a statistically steady state is

reached. Subsequently, agglomerates comprising 500 silica pri-

mary particle are randomly released in two planes close to the

inlets. Two powders, denoted A and C, differ only in the size

of their primary particles (dAp = 0.97 µm, dCp = 5.08 µm), are

investigated. The number and release frequency of agglom-

erates on each side of the junction are adjusted to achieve a

total mass-flow rate of 0.1 mg/s.

Figure 2: Snapshot of the instantaneous velocity magnitude

in the T-junction.

A snapshot of the instantaneous flow field is depicted in

Fig. 2. A detailed description of the turbulent flow including

the Reynolds stresses will be provided in the paper. Here the

focus is on the particulate phase.

The mass fractions of primary particles (FPP) determined

at the T-junction outlet indicate a nearly complete deagglom-

eration for both powders (see Table 1). Powders A and C

exhibit FPP values of 99.89% and 99.96%, respectively.

Table 1 also provides a comparison of the percentage con-

tributions of the most important mechanisms responsible for

agglomerate breakage of both powders. Remarkably, collision-

induced breakage emerges as the predominant mechanism,

accounting for 98.98% of the breakage events in the case of

powder C. In contrast, other mechanisms like drag, rotary

and turbulent stresses, as well as wall impacts, play marginal

roles. These statistics are closely linked to the flow dynam-

ics within the T-junction, where agglomerates released close

to the inlets in a certain distance to the walls collide in

the intersection zones before encountering regions of elevated

fluid stresses such as the shear layers. Consequently, for the

less breakage-resistant agglomerates of powder C, alternative

deagglomeration mechanisms have a limited effect.

For powder A, collision-induced breakage remains dom-

inant, but the contribution of the drag stress increases to

18% due to its greater resistance to breakage compared

to powder C. Consequently, larger fragments persist after

agglomerate-agglomerate collisions, and subsequent breakage

is triggered by the drag force resulting from abrupt velocity

changes due to the collisions.

Table 1: Summary of the most important breakage results.

Powder Drag stress Collisions FPP

[%] [%] [%]

A 18.12 81.03 99.89

C 0.945 98.98 99.96

The simulation for the case of powder A required approx-

imately 72 hours of wall-clock time on 117 cores to simulate

12 dimensionless time units. Notably, the routine responsi-

ble for handling the collisions accounted for only about 5% of

the CPU-time consumption, indicating its efficiency. There-

fore, the proposed modeling strategy is especially beneficial for

complex real-world flow scenarios involving millions of parti-

cles related to high mass loadings.
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INTRODUCTION

Remeshed Vortex Methods (RVM) [1] are semi-Lagrangian

approaches that address the Navier-Stokes equations in their

vorticity-velocity formulation. The advection of the vortic-

ity field is solved by discretizing the vorticity on numerical

particles following the flow’s dynamics. Subsequently, these

particles are remeshed on an underlying Cartesian grid, al-

lowing the incorporation of Eulerian methods in what was

originally a Lagrangian approach.

These methods have proven to be stable and less dissipa-

tive alternatives to more traditional Eulerian methods. These

characteristics make them well-suited for Large Eddy Simu-

lation (LES) of turbulent flows. Particularly, the Variational

Multiscale (VMS) [2] variant of the Smagorinsky model and

the Spectral Vanishing Viscosity (SVV) [3] approach emerge

as the most suitable for the present context, as they introduce

diffusion only to the smallest scales of vorticity. The SVV ap-

proach is highly cost-effective due to its natural integration in

the Spectral part of the present code. When tested on peri-

odic isotropic homogeneous cases, both models demonstrated

the absence of a need for coefficient adjustments when altering

the Reynolds number or simulation resolution.

This study investigates the performance of these models in

a more complex test case, i.e. the channel flow with periodic

hills [5].

REMESHED VORTEX METHODS

Vortex methods are Lagrangian techniques, founded on

the vorticity(ω)-velocity(u) formulation of the incompressible

Navier-Stokes equations:

∂tω + (u · ∇)ω − (ω · ∇)u =
1

Re
∆ω ; ∆u = −∇× ω, (1)

where ω = ∇ × u and where (u · ∇)ω and (ω · ∇)u denote

the advection and stretching terms, respectively. The Pois-

son equation ∆u = −∇ × ω allows to recover the velocity

field u from the vorticity field ω. The vorticity field is dis-

cretized on a set of numerical particles with position xp and

the solution of the governing equations is based on a fractional

step algorithm. A single time step of this algorithm is decom-

posed as follows: initially, the particles carrying the vorticity

field are convected in a Lagrangian manner. Subsequently, to

prevent distortion of the vorticity field, the vorticity ωp associ-

ated with each particle p is distributed among the neighboring

points of an underlying Cartesian mesh. At this point, the en-

tire vorticity field has been redistributed on the mesh, and the

stretching and diffusion terms, and Poisson equation are then

solved on the grid using Eulerian schemes.

SUBGRID-SCALE MODELING

The filtered Navier-Stokes equations in their velocity-

vorticity formulation can be expressed as:

∂ω̄

∂t
+∇ · (ω̄ ⊗ ū− ū⊗ ω̄) =

1

Re
∆ū−∇ ·R (2)

with ω̄ and ū being the resolved (filtered) velocity and vortic-

ity fields, respectively. Additionally, the term

R = (ω ⊗ u− ω̄ ⊗ ū)− (u⊗ ω − ū⊗ ω̄) (3)

represents the subgrid-scale vorticity stress to be modeled.

Variational multiscale (VMS) models aim to mitigate the

excessive dissipation of the largest scales present in classi-

cal artificial viscosity models by selectively applying artificial

viscosity solely to the smallest of the resolved scales. This

necessitates an additional explicit small-scale filtering. In

the current approach, the eddy viscosity is computed across

the entire range of scales in the velocity fields. The VMS-

Smagorinsky model in vorticity-velocity writes

RSGS = νSGS(∇ωS − (∇ωS)
T
) (4)

with νSGS = (CS∆)
2|S| and where ωS denotes the small

scales of the resolved vorticity field. Furthermore, we explored

Spectral Vanishing Viscosity (SVV) approaches, which serve

as a form of regularization for spectral methods. This in-

volves gradually introducing viscosity into the high-frequency

end of the spectrum, where non-physical oscillations might

arise. From a computational standpoint, SVV is seamlessly

incorporated as a modified diffusion operator in the Fourier

component of our solver, rendering it a more cost-effective al-

ternative to traditional Large Eddy Simulation (LES) models.

PRELIMINARY UNCERTAINTY QUANTIFICATION STUDY

The models were first tested on the Taylor-Green Vortex

(TGV) at Re = 5000 on a LES grid of resolution 96
3
. To assess

the sensitivity of both models to their parameters (specifically,

the model coefficient and explicit filter order), we conducted
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Figure 1: Kinetic energy spectrum at t = 8.5 for different

configurations of the TGV test case, obtained with the optimal

set of coefficients (blue - no model, green - VMS-Smag, orange

- SVV, black - DNS).
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Figure 2: Periodic hills test case configuration

an uncertainty quantification analysis for both approaches, us-

ing the Polynomial Chaos Expansion (PCE) as a surrogate

model [4]. PCE represents the model outputs as a combi-

nation of orthogonal polynomials depending on the model’s

parameters. This approach enabled us to evaluate the impact

of parameter uncertainty on simulation results using a mini-

mal number of simulations.

The study also aimed to identify regions of optimal coeffi-

cients, which were subsequently applied to different Reynolds

numbers and grid resolutions, as well as on a new test case, the

decay of Homogeneous Isotropic Turbulence (HIT), demon-

strating the robustness of the models (refer to Figure 1 show-

ing the results of LES with the VMS-Smagorinsky model

and with SVV with the ’optimized’ coefficients for different

Reynolds numbers and resolutions of TGV).

THE PERIODIC HILLS TEST CASE

A test case involving walls is explored to assess the subgrid-

scale models’ capability. The configuration involves a channel

flow over hills, following the classical setup introduced by [5]

as depicted in Figure 2. This flow has been extensively studied

in the literature through DNS, LES, and experimental investi-

gations over various Reynolds numbers [6]. The domain size is

4.5h× 3h× 9h, where h represents the height of the hills. Pe-

riodic boundary conditions are applied in the streamwise and

spanwise directions. The flow undergoes perturbation with

Gaussian noise, and a constant flow rate is enforced at the

domain’s entry. The wall treatment is implemented using a

penalization method [7]. The Reynolds number is computed

based on h and Ub, representing the bulk velocity at the crest

of the hill.

Figures 3 and 4 show preliminary results from DNS with

Re = 2800 and a resolution of 256 × 192 × 512. Although

the simulation at this resolution is not fully converged, it al-

ready exhibits promising outcomes. Further investigation will
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Figure 3: Time-averaged streamwise velocity field and stream-

lines for the periodic hills test case at Re = 2800.
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Figure 4: Comparison of time-averaged streamwise velocity

profiles with reference [6] for the periodic hills test case at

Re = 2800.

involve a higher Reynolds number of Re = 10595 to assess

the performance of the presented turbulence models, along-

side other classical models such as WALE.
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INTRODUCTION

The present work investigates the unsteady high-Reynolds

flow around two rectangular cylinders with a chord-to-depth

ratio of 3:1 and 5:1. These flows can be considered as paradig-

matic cases of practical interest in the field of wind engi-

neering, such as tall buildings and bridge sections. The flow

dynamics around the cylinder strongly depend on the chord-

to-depth ratio. In both geometries, the shear layers separate

at the upstream edges, rolling up to form vortical structures

(Kelvin-Helmholtz instability). These structures are then con-

vected downstream and eventually interact with other vortical

structures forming from the separated shear layers. A mean-

flow reattachment occurs on the lateral side of the 5:1 rect-

angular cylinder, resulting in a closed separated-flow region

characterizing the mean flow. Further downstream, a second

shear-layer separation at the trailing edge leads to Von Kar-

man vortex shedding in the near wake. On the other hand,

the 3:1 rectangular cylinder appears to be in an intermediate

condition between flows with and without mean-flow reattach-

ment. For these geometries, reattachment is not ensured for

the entire duration of the vortex-shedding cycle. Figures 1a

and 1b show the mean flow streamlines and a snapshot of the

instantaneous vortex-indicator λ2 from LES simulations con-

ducted under constant inflow velocity at Re = 40000 (based

on the freestream velocity, u∞, and the cylinder depth, D) for

the 3:1 and 5:1 rectangular cylinders.

Although the stationary flows around rectangular cylinders

with various chord-to-depth ratios have been the subject of

several studies (see, for instance, [1] for the 5:1 rectangular

cylinder), only recently has attention been paid to unsteady

inflow conditions. These non-constant flows can be due to in-

tense and sudden thunderstorm phenomena, which can cause

catastrophic damage to buildings, potentially resulting in sig-

nificant economic and human losses. The accelerating flows

cause a sudden variation in mean and fluctuating loads, affect-

ing the flow dynamics and surface pressures [2]. The nature

of flow modifications in unsteady flows was observed in [3] to

depend on the chord-to-depth ratio and appears to be gov-

erned by the separated shear-layer response to changing flow

conditions. These modifications induced by accelerated mo-

tion can affect the oscillating loads acting on the cylinder’s

lateral surface: the existence of constant-frequency time cells

in the evolution of alternate vortex shedding around a square

cylinder during accelerated motion was demonstrated in [4],

and LES simulations are validated accordingly [5].

This research activity aims to further investigate the flow

dynamics over elongated rectangular cylinders under unsteady

inflow conditions representative of thunderstorm conditions.

The focus is on exploring characteristic frequencies and their

dependence on inflow acceleration intensity and the chord-to-

depth ratio. The key questions include: (i) does the vortex

shedding frequency exhibit a stepwise time behavior as ob-

served for the square cylinder? (ii) Is the impact of these

changes in vortex shedding frequency on the fluctuations of

aerodynamic loads as significant as observed for the square

cylinder? The second question arises due to the different

topology of the mean flow on the cylinder surface. Finally,

targeted studies will focus on shedding light on the evolution

of topological features on the sides of the cylinders, as this sig-

nificantly affects the near-wake and bulk quantities. Despite

the simplicity of the geometries, this study may contribute to

expanding our understanding of the dynamic loads on civil

buildings caused by thunderstorm outflows.

(a)

(b)

Figure 1: Instantaneous vortex-indicator λ2 (top) and mean

flow streamlines (bottom) at Re = 40000 for (a) the 3:1 and

(b) the 5:1 rectangular cylinder.

NUMERICAL METHOD AND PROBLEM DEFINITION

The incompressible flow around a 3:1 and a 5:1 rectan-
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gular cylinder at zero angles of attack is investigated herein.

Large-Eddy Simulations (LES) are carried out by employing

the open-source code Nek5000, based on a high-order spectral-

element method. Each spectral element is rectangular or a

suitable coordinate mapping of a rectangle. The basis func-

tions inside the elements are Legendre polynomials of order N

for velocity and N − 2 for pressure in each direction; N = 6

has been used in this work, as in [5]. A third-order back-

ward finite-difference scheme based on the high-order splitting

method is used for time advancing. The computational do-

mains are sketched in Fig. 2. The cylinder center is located

at x/D = y/D = 0, being D the width of the 3:1 or the 5:1

rectangular cylinder, and the computational domain spans the

following dimensions −75 ≤ x/D ≤ 125, −75 ≤ y/D ≤ 75 and

0 ≤ z/D ≤ 5.

A uniform unsteady velocity profile with no turbulence is

imposed at the inlet, traction-free boundary conditions are

used for the outflow and for the upper and lower boundaries

of the domain, and no-slip is imposed at the body surface;

periodicity boundary conditions are applied in the spanwise

direction. The spectral element size and distribution are the

same used in [5]. In particular, the element size in the stream-

wise and crossflow directions is ∆x/D = ∆y/D = 0.125 near

the cylinder, while in the spanwise direction the element size is

uniform ∆z/D = 0.558 as done in [5]. A low-pass filter is ap-

plied to the velocity field in the modal space as in [5] because

the grid resolution is not fine enough to resolve all turbulent

scales at the considered Reynolds number. Since the filter in-

troduces dissipation of the highest resolved modes only, this

can be considered as a subgrid-scale dissipation.

(a)

(b)

Figure 2: Sketch of the computational domains for the 3:1 and

the 5:1 rectangular cylinder.

The time evolutions of the Reynolds number and the accel-

eration, normalized by the inflow instantaneous velocity, are

depicted in Fig. 3. The reference case (black line) replicates

the time histories analyzed experimentally in [4] and numer-

ically in [5] around a square cylinder. It involves a Reynolds

number varying from Re = 17200 to Re = 65360, with a

maximum non-dimensional acceleration of aD/u2
∞

= 0.0076.

Similar to the study on the square cylinder [5], the varia-

tions in the transients are investigated using time-frequency

analysis. Additionally, different acceleration intensities are re-

produced as part of a parametric study, aiming to mimic those

induced by full-scale thunderstorm outflows.

The final presentation will focus on the impact of inflow-

acceleration intensities on the 3:1 and 5:1 rectangular cylin-

ders. We will discuss the mean and fluctuating force coeffi-

cients and wake frequencies under unsteady inflow conditions.

As an illustrative result, the time behavior of the vortex shed-

ding frequency for the 5:1 rectangular cylinder is shown in Fig.

4. This information holds significance in predicting potential

aeroelastic phenomena arising from vortex shedding induced

by the varying flow conditions typical of thunderstorm out-

flows.
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Figure 3: Time history of (a) the inflow Reynolds number and

(b) the non-dimensional acceleration.
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Figure 4: Time behavior of the vortex shedding frequency for

the 5:1 rectangular cylinder.
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INTRODUCTION

Shock wave boundary layer interactions (SWBLI) can cause

significant concerns when travelling in the trans-, super-, and

hypersonic regimes, resulting in flow separation, unsteadiness,

and transition to turbulence, which result in increased drag,

high aerodynamic loads, and engine inlet performance losses,

to name a few. Different configurations, such as impinging-

reflecting or compression-ramp SWBLIs, can be used to study

these effects. Pagella et al. [1] compared two-dimensional (2D)

simulations for a compression ramp (CR) versus an impinging-

reflecting (IR) shock wave at Mach=4.8. The pressure and

skin-friction profiles showed good agreement between the two

cases. They further investigated the linear growth regime us-

ing DNS with small-perturbation and linear stability theory

and found that the growth of disturbances also showed a good

agreement with each other. However, this 2D study omitted

some important flow physics, so the present work aims to iden-

tify subtle but potentially important differences between the

two flow configurations when non-linear breakdown to turbu-

lence and low-frequency unsteadiness are present.

NUMERICAL METHODS AND NUMERICAL SETUP

The 3D Navier-Stokes equations are solved in conservative

form. The OpenSBLI solver, which is an open-source finite-

difference-based solver, is used on structured Cartesian (for

shock-reflection setup) and curvilinear (for ramp setup) co-

ordinates systems. Two sets of flux reconstruction schemes,

i.e., WENO and TENO, are available to compute the inviscid

fluxes. It is noted that the TENO scheme is less dissipa-

tive compared to the WENO scheme. The viscous fluxes are

computed using the 4
th

order central differences. 3
rd

order

Runge-Kutta scheme is used for time integration.

Figure 1(a) shows a 3D view of the IR SWBLI setup for flow

at Mach 1.5 over a flat plate. The IR case has the following

domain extents and the number of points in x-, y-, and z-

directions: 0 ≤ x ≤ 375, 0 ≤ y ≤ 140, 0 ≤ z ≤ 27.32,

and (Nx, Ny , Nz) = (2050, 325, 200), respectively. The CR

case setup (not shown here) is tested using two grids; one

is an analytical grid based on log-cosh variation with control

parameters to adjust the curvature of the corner and the top

boundary, while the second grid is created using Pointwise

software, but using the same bottom-wall streamwise profile

as that of the analytical grid. In both analytical and Pointwise

CR grids, the domain extents and the number of points in x-

, y-, and z-directions are 0 ≤ x ≤ 375, 0 ≤ y ≤ 158, 0 ≤

z ≤ 27.32, and (Nx, Ny , Nz) = (2050, 365, 200), respectively.

All the distances are scaled with the displacement thickness

δ∗0 = 7.5×10
−5

m at the inflow plane, which is initialized using

a similarity solution for a unit Reynolds number of 10
−7

m
-1
.

Hence, the simulation Reynolds number based on this δ∗0 is

Reδ∗
0

= 750. No-slip and isothermal boundary conditions are

used at the wall, while the extrapolation method is used at the

inflow (for pressure) and outflow, while the span is periodic.

Two sets of deterministic forcing are used to trigger flow

transition based on Sansica et al. [2]. The first contains two

opposite oblique modes with a single spanwise wavenumber

but having two different frequencies with a very small differ-

ence between them, i.e., ei(βz−ω1t)+ei(−βz−ω2t). The second

case contains two parallel oblique modes, i.e., ei(βz−ω1t) +

ei(βz−ω2t). Here, β = 0.23 is the spanwise wavenumber, and

ω1 = 0.100 and ω2 = 0.104, such that the difference frequency

is ∆ω=0.004, which is chosen to excite the difference mode

corresponding to the low-frequency unsteadiness/breathing of

the separation bubble [2]. The wall pressure data is collected

over a cycle of this difference frequency (i.e., T = 2π/∆ω) to

evaluate the frequency spectrum.

RESULTS AND DISCUSSION

Before finalizing the grids for 3D simulations, a detailed 2D

laminar flow study was performed to check the wall-pressure

variation and skin friction comparison among various cases.

Figure 1(b) compares the wall-pressure variation of the 2D IR

case (with the top shock generated using 2.5
◦

wedge-angle)

against the CR cases after the flow is fully developed. After

initial tests, it was found out that to have a match, the corner

of the ramp should be placed at x = 154, and the ramp angle

to get the same pressure rise across the bubble should be 5.1
◦

for the analytical grid while a slightly higher ramp angle of

5.2
◦
is required for the Pointwise grid. The deviation noted

towards the end of the domain for the IR case is due to the

shock reflection from the top boundary hitting the wall and is

not of concern as it doesn’t affect the bubble region.
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Figure 1: (a) 3D view of IR flat-plate SWBLI, with Q-isosurfaces, and (b) wall-pressure comparison among three different cases

showing good agreement over the separation bubble.

(a) (b)

Figure 2: Wall-pressure fluctuations spectrum (span-averaged) in x-f plane (frequency versus streamwise-distance) for (a)

impinging-reflecting SWBLI, and (b) compression-ramp SWBLI.

Figure 2 shows a power spectrum comparison of wall-

pressure functions for the 3D cases in the streamwise distance

(x) versus frequency (f) plane, i.e., x-f plane, IR case on the

left and CR case on the right. It is noted that the wall pressure

data shows periodicity in the separation bubble region over a

time period of the difference frequency (i.e., T = 2π/∆ω).

The two cases look similar in terms of the forcing frequency

response, including the cascade of higher frequency scales, and

the vortex shedding response at the reattachment point at

x ≈ 210. However, subtle differences can be noted in terms of

the high-frequency patch between 150 ≤ x ≤ 200 that is noted

for the IR case, while this is missing for the CR case. The fi-

nal detailed flow physics and comparisons of results for the

other parallel-waves cases will be presented at the conference.

Also, we will show more results with respect to the non-linear

analysis ([3]) for these cases during the conference.

CONCLUSIONS

We have noted that the CR cases produce more pronounced

low-frequency content at the separation point and this is not

dependent on the grid generation method. We also note that

the IR case shows an intermediate frequency patch inside the

bubble close to the inviscid shock-impingement location, while

it is absent in the CR case.
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INTRODUCTION

Elongated rectangular cylinders of infinite span are sim-

plified geometries relevant for real civil structures, e.g., tall

buildings and bridge decks. In particular, the flow around the

5:1 rectangular is the object of the international Benchmark

on the Aerodynamic of a Rectangular 5:1 Cylinder (BARC),

which is a blind benchmark, i.e., with no a priori selected

reference measurements. The flow is characterized by shear-

layer separation at the upstream edges, followed by the roll

up of these layers in which vortical structures form (Kelvin-

Helmholtz instability), and their subsequent convection down-

stream and interaction with other vortical structures. A

second separation occurs at the cylinder rear edges with the

classical Von Karman vortex shedding in the near wake (Fig. 1

bottom). The mean flow topology is characterized by a closed

separated region on the cylinder lateral side with flow reat-

tachment occurring downstream (Fig. 1 top).

From the various contributions to the BARC benchmark, a

significant dispersion emerged in the mean-flow topology aside

the cylinder; that, in turn, translates in high discrepancies

in some quantities of interest, as, for instance, the distribu-

tion of mean and fluctuating pressure on the cylinder side [1].

Experiments carried out in different facilities are available in

the literature [1, 2, 3]. These experiments are carried out

at Reynolds numbers, based on the cylinder depth, D, and on

the freestream velocity, ranging from 20000 to 110000. On the

other hand, Direct Numerical Simulations (DNS) were carried

out at Re = 3000 [4, 5] and more recently at Re = 8000 and

14000 [6].

We compare, herein, for the first time, DNS and experi-

mental results at the same Reynolds number, i.e., Re = 14000.

This provides cross-validation and can highlight the effects of

differences in the setup, as, e.g., of the freestream turbulence

present in the experiments. Furthermore, experimental and

DNS data will be used to asses the accuracy and reliability of

large-eddy simulations with varying setup.

EXPERIMENTAL SETUP AND METHODOLOGY

The experimental campaign is carried out in a closed-return

subsonic wind tunnel, characterized by a circular open test

section 1.1 m in diameter and 1.42 m in length, and 0.9%

freestream turbulence level. The 5:1 aluminium-alloy hollow

model is 200 × 40 × 800 mm in the streamwise, crossflow

and spanwise directions, respectively. Two end plates are

located at the spanwise ends (z/D = ±10) to mitigate three-

Figure 1: Qualitative behavior of the BARC flow. Top part:

mean streamlines; bottom part: instantaneous vorticity.

dimensional effects. The model is equipped with 540 pressure

taps, 72 of which on the spanwise centreline z/D = 0. Ex-

periments are carried out at a Reynolds number based on the

free-stream velocity and the cylinder thickness equal to 14000.

Differential pressures are measured through two Pressure

Systems ESP-16HD miniature electronic pressure scanners, di-

rectly housed inside the model. Velocity measurements are

obtained by using an IFA AN 1003 A.A. Lab System hot-wire

anemometry module with Dantec 55P11 probes, which can be

moved in all directions with an accuracy of 0.1 mm. For each

realization, the sampling frequency is set to 16000 Hz and the

acquisition time is 32.768 seconds. The manufacturing curva-

ture radius of the upstream edges is evaluated by using the

digital microscope RS PRO.

DIRECT NUMERICAL SIMULATION SET-UP

The numerical simulation of the turbulent flow around the

5 : 1 rectangular cylinder has been performed with the open-

source code Nek5000. This solver is based on a high-order

spectral element method where, within each element, the ve-

locity components and the pressure are expanded in terms

of tensor product of Legendre polynomials of order N and

N − 2, respectively. For the present DNS, the polynomial or-

der is N = 7. Time integration is carried out by a second-order

backward differentiation scheme combined with a second-order

extrapolation scheme for the treatment of the nonlinear term.

The non-dimensional time step is kept fixed at ∆t = 2.6 ·10−4

during the simulation to fulfill CFL < 0.5 in each point of the

domain.

Concerning the boundary conditions, a constant streamwise

velocity profile is imposed at the inflow (no turbulence), ho-

mogeneous Dirichlet condition for pressure and homogeneous
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Neumann condition for velocity are used at the outflow and in

the cross-stream direction, and no-slip condition is set at the

surfaces of the cylinder. Spanwise boundaries are periodic.

The Reynolds number is the same as in experiments. The

dimensions of the computational domain are 80D× 31D× 5D

in the streamwise, cross-stream and spanwise direction, re-

spectively. The upstream face of the cylinder is located at

20D from the inflow and centred in the cross-stream direc-

tion. The number of elements is Ne = 8988000, which

corresponds approximately to 3 billion of degrees of freedom

per time step and per unknown. The element distribution

is homogeneous in the spanwise direction, whereas it is re-

fined in the wall-normal directions approaching the cylinder

surfaces. The smallest grid spacing is obtained at the edges

of the cylinder, (δxmin, δymin, δz) = (0.0021, 0.0021, 0.007).

These grid spacings are computed as the distance between

N + 1 evenly spaced nodes within the spectral element. In

the near-wall region the spatial resolution meets the following

characteristics (δx+, δy
+
w , δz+)max = (4.1, 0.66, 5.1), where

the superscript + denotes the normalization in viscous units

and ∆yw is the distance from the wall of the second com-

putational node. In turbulent regions, the ratio between

the grid spacings and the Kolmogorov scale η is at most

(δx/η, δy/η, δz/η)max = (4.2, 4.6, 6.3). Statistics are col-

lected over a period of 250D/U∞ while the flow is statistically

stationary and then averaged in the spanwise direction and

with respect to the xz symmetry plane.

A first comparison between experiments and DNS is given

in Fig, 2 showing the distribution on the cylinder lateral side

of the time-averaged pressure coefficient and of its standard

deviation. A perfect agreement is found for the mean pressure,

while some differences are present in the standard deviation.

As expected, the effect of the inflow turbulence is visible in the

experiments on the front face. Moreover, the peak of the pres-

sure fluctuations has the same location but a higher intensity

in DNS than in experiments. The reasons of this discrepancy

will be analyzed in the final presentation.
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Figure 2: (a) Time-averaged pressure coefficient and (b) its

standard deviation on the cylinder surface.

LES SETUP AND METHODOLOGY

Large-Eddy Simulations are carried out by adopting the

open-source code Nek5000, as for DNS. The basic setup is the

same as in [7]. The order of basis functions inside the ele-

ments is N = 6 and a third-order backward finite-difference

scheme based on the high-order splitting method is used for

time advancing. The computational domain spans the fol-

lowing dimensions −75 ≤ x/D ≤ 125, −75 ≤ y/D ≤ 75

and 0 ≤ z/D ≤ 5, the cylinder center being located at

x/D = y/D = 0. The computational domain is thus larger

than in DNS.

A uniform velocity profile with no turbulence (smooth flow)

is imposed at the inlet, traction-free boundary conditions are

used for the outflow and for the upper and lower boundaries

of the domain, and no-slip is imposed at the body surface;

periodicity is applied in the spanwise direction. The spec-

tral element size and distribution are the same used in [7].

In particular, the element size in the streamwise and cross-

flow directions is ∆x/D = ∆y/D = 0.125 near the cylinder,

while in the spanwise direction the element size is uniform

∆z/D = 0.558. A low-pass filter is applied to the veloc-

ity field in the modal space because the grid resolution is

not fine enough to resolve all turbulent scales at the consid-

ered Reynolds number. Since the filter introduces dissipation

of the highest resolved modes only, this can be considered

as a subgrid-scale dissipation. Two LES are performed at

Re = 14000 on the flow around the rectangular cylinder hav-

ing two different upstream-edge treatments.

We plan to carry out sensitivity analysis to grid refinement,

upstream edge rounding and possibly to the domain size.
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INTRODUCTION

The turbulent flow about blunt, rectangular bodies is of-

ten encountered in civil and wind engineering applications as

well as in land transport aerodynamics. Relevant examples

include deck slabs of long-span bridges and high-rise buildings

of rectangular section and the problem of the aerodynamics of

vehicles of simple shape like trucks. The flow about an elon-

gated rectangular cylinder with sharp corners involves several

critical aerodynamics features like fixed-position separation in

laminar conditions, reattachment and vortex shedding in the

wake. In the applications, this gives place to vortex-induced

vibration effects, promotes convective heat transfer between

the atmospheric air and simple shaped, high-rise buildings and

affects pollutant dispersion in the urban environment.

A considerable research effort has been expended since the

past 20 years in the investigation of the aerodynamics of a

two-dimensional rectangular cylinder with aspect ratio 5:1, es-

pecially by research groups based in Europe [1, 2, 3, 4] and this

in turn has made this aerodynamics case a canonical case, of

acronym BARC, which stands for “Benchmark on the Aerody-

namics of a two-dimensional Rectangular Cylinder”. Despite

the context of abundance of research and publications, both

numerical predictions and experimental data about this flow

configuration are characterized by a strong dependency upon

the details of the setup and the quest for the “correct solution”

at different Reynolds numbers is still underway [5].

Turbulent kinetic energy budget for the flow around a 5:1

rectangular cylinder was recently documented in several works

[4, 6, 7, 8]. The production of turbulent kinetic energy in

the leading-edge shear layer is addressed in the experimental

studies by Moore et al. [4] and Rocchio et al. [7]. In the latter

the authors investigate the effects of upstream-edge rounding.

Chiarini and Quadrio [8] presented and discussed in detail the

budget equations for the tensor of the Reynolds stresses based

on DNS data at Re = 3000. Cimarelli et al. [6] reported

the existence of negative production phenomena in the shear

layer, i.e. a reversal of flow energy from the mean field to

the fluctuating field. To the best of our knowledge, no results

can be found in the literature about the transport equation of

turbulent heat fluxes and temperature variance for this flow.

In this work we present results from three Direct Numeri-

cal Simulations around the BARC body at different Reynolds

number, including passive scalar transport. The Reynolds

numbers investigated are 3000, 8000 and 14000 respectively

while the Prandtl number is fixed at Pr = 0.71. Simulations

are carried out using the code NEK5000 [9]. The discussion

(a)

(b)

Figure 1: Distribution of Pk − ⟨ε⟩k superimposed with field

lines of energy flux ϕk at Re = 3000 (a) and 14000 (b).

(a)

(b)

Figure 2: Distribution of P θ − ⟨ε⟩θ superimposed with field

lines of scalar variance flux ϕθ at Re = 3000 (a) and 14000

(b).

includes a description of the main terms of the transport equa-

tions of the turbulent kinetic energy and scalar variance. The

Reynolds number effect on these budget terms is also dis-

cussed.

RESULTS

The flow configuration consists in the laminar flow separa-

tion at the upstream corner, a transition process occurring in



the separated shear-layer and the reattachment of the turbu-

lent flow. Two boundary layers are formed starting from the

reattachment position: one which leads to the final separation

at the downstream corner and the shedding of vortices in the

wake, and a second boundary layer developing upstream which

finally generates a smaller, counter-rotating spanwise vortex

of the mean flow.

The terms of the transport equation of the turbulent kinetic

energy ⟨k⟩ and passive scalar variance ⟨θ′θ′⟩ are analysed to

provide insight into the production, dissipation, and trans-

port of turbulent and scalar fluctuations. The influence of the

Reynolds number on these terms is also considered. For a

statistically steady flow, the transport equations for ⟨k⟩ and

⟨θ′θ′⟩ can be suitably expressed as follows:

∂ϕk
j

∂xj
= Pk − ⟨ε⟩k (1)

∂ϕθ
j

∂xj
= P θ − ⟨ε⟩θ, (2)

where P is the production term, ⟨ε⟩ is the dissipation term,

and ϕj are the fluxes of turbulent kinetic energy or scalar

variance taking into account the contributions by the mean,

turbulent, diffusive, and pressure transports.

The production of turbulent kinetic energy is active along

the leading-edge shear layer, in the region where Kelvin-

Helmholtz instabilities are amplified under the action of high

mean shears and transitional process occurs. As the Reynolds

number increases, the region of maximum production of tur-

bulent kinetic energy moves upstream along the shear layer

centreline, in accordance with the anticipation of transition

to turbulence with Re, and reaches higher values because of

more intense mean velocity gradients. The viscous dissipa-

tion mainly acts in the shear layer region. The effects of the

Reynolds number on the dissipation term ⟨ε⟩k mainly concern

the location and the magnitude of its largest values. As for

Pk, while Re increases, higher dissipation values are observed

at more upstream positions along the shear layer. Figure 1

shows the net production of ⟨k⟩ together with the mean path

of energy fluxes given by turbulent, pressure, diffusive and

convective mechanisms, for the cases at Re = 3000 and 14000.

The excess of production of turbulent energy in the shear layer

is partially carried downstream towards the wake while the

other part is transported towards the cylinder wall, where it

is dissipated. For increasing Re, a higher fraction of energy is

redistributed in the upstream part of the primary recirculating

region.

With regard to the scalar variance, high production values

of ⟨θ′θ′⟩ are observed in the outer region of the shear layer

and in the near-wall region. The extension of the latter in-

creases toward the leading edge with the growth of Re due

to the enhancement of turbulence mixing over a wider region

of the cylinder surface. The net production and transport of

scalar variance differs from that of turbulent energy to their

distribution and mean path above the cylinder, as shown in

figure 2. In this case, lines of scalar variance flux also originate

from the wall and contribute to the transport of ⟨θ′θ′⟩ in the

core of the primary vortex, for x < xr, and in the wake, for

x > xr, where xr is the mean reattachment line.

CONCLUSIONS

The phenomena of generation, dissipation and transport of

turbulent kinetic energy and scalar variance in the separating

and reattaching flow around a 5:1 rectangular cylinder are

investigated. The analysis is based on high accurate DNS data

generated at different Reynolds numbers (3000 < Re < 14000)

and Pr = 0.71. The effects of the Reynolds number on the

budget terms are evaluated, the most noticeable being the

triggering of production and dissipation processes at shorter

distances from the leading edge and the different energy (and

scalar variance) redistribution within the recirculating region.

These results constitute a valuable base of information that

might improve our current understanding of separating and

reattaching flows, and lead to the development of turbulence

models of greater accuracy and wider applicability in bluff

bodies aerodynamics.
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INTRODUCTION

Atmospheric stability is recognized as an important fac-

tor influencing urban airflow patterns and air temperature

distribution. Understanding buoyancy effects on urban ven-

tilation is important for mitigating extreme heat conditions

and improving climate resilience. However, the underlying

flow mechanisms in those buoyancy-driven scenarios are not

well understood yet. In this project, the numerical simulations

for a building array with different Richardson numbers were

conducted using LES with Smagorinsky model. The results

are rigorously validated against wind tunnel experiment. Ad-

ditionally, detailed flow structures are presented to illustrate

the effect of atmospheric stability.

METHODOLOGY

The energy equation in terms of temperature:

∂T

∂t
+∇ · (V T ) = ∇ · (αth∇T ) , (1)

where αth is the thermal diffusivity.

The flow is considered incompressible with the momentum

equations written as,

ρ

(
∂V

∂t
+ V · ∇V

)
= −∇P + µ∇2

V + ρg− ρβ

(
T − Tref

)
g ,

(2)

where β is thermal expansion coefficient, TH , T0 are the tem-

perature boundary conditions at the height of canyon top and

floor.UH is the velocity at the canyon top surface. The term

ρg−ρβ

(
T − Tref

)
g is the buoyancy based on the Boussinesq

approximation. This approximation allows for the density

variation caused by temperature differences to be neglected,

except for the buoyancy force term in the momentum equa-

tion. The buoyancy force can be approximated as a linear

function of the temperature difference:

ρ = ρ0

[
1− β

(
T − Tref

)]
(3)

The configurations of the CFD cases have been adjusted

to be identical to those used in wind tunnel experiment con-

ducted by Uehara et al. in 2000[1], see Fig. 1 . The inlet

velocity Uref is set as uniform 1.5m/s, resulting in a model

building Reynolds number of ReH = UHH/µ = 10135, and a

roughness Reynolds number of Re∗ = u∗Z0/µ = 26.8. The

numerical simulations were conducted using LES without wall

model on Code Saturne 7.0 for a building array with various

Richardson numbers, ranging from -0.21 to 0.78, based on dif-

ferent temperature differences between the ambient and the

ground. The mesh used for the simulation was generated using

the trimmed mesh technique in STAR CCM+ V2019, result-

ing in approximately 59 million mesh cells with a first-layer

height of around 0.0015m. The y+ along the canyon bound-

aries is between 2 and 5.

Figure 1: Arrangement of the roughness elements and modeled

city blocks.

VALIDATION

A mesh resolution study was initially conducted. Results

associated to the meshes with 32 million, 59 million, and

91.4 million cells (with uniform cells within the canyon) were

compared. The mesh with 59 million cells was chosen due to

the minimal difference observed compared to the 91.4 million

mesh resolution.
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The results are rigorously validated against wind tunnel

test. The time-averaged velocity and temperature profiles as

well as Reynolds shear stress at the centerline of street canyon

agree well with experimental results in Fig. 2, demonstrating

the accuracy of the current CFD model.

Figure 2: Comparisons between vertical profiles of nor-

malised time-averaged a) temperature b) horizontally velocity

c) Reynolds shear stress at the vertical centreline of street

canyon obtained from simulations and experiments.

RESULTS ANALYSIS

Profiles, contours and streamlines are obtained at differ-

ent atmospheric stability conditions to investigate the flow

mechanisms. The wind direction is marked in Fig. 3. In

the neutral case, the original circulation is clockwise. In un-

stable conditions, where the ground temperature surpasses

the ambient temperature, an upward buoyancy force is gen-

erated. This, combined with the clockwise circulation, results

in higher upward vertical velocity near the leeward wall. Con-

sequently, this enhances the original circulation and leads to

a higher magnitude of Reynolds shear stresses near the top

of the canyon. Conversely, in stable cases where the ground

temperature is lower than ambient temperature, a downward

trend in vertical velocity occurs, resulting in lower vertical

velocity. This, in turn, weakens the original circulation and

leads to a lower Reynolds shear stress magnitude at the top

of the canyon. These conclusions can also be observed with

profiles in Fig. 4. Additionally, regarding eddy heat flux

(Fig. 4 (d)), positive values are observed under unstable condi-

tions, indicating cooling effects within the canyon. In contrast,

stable conditions exhibit negative values, hindering heat dis-

sipation. Finally, Three-dimensional effects are evident in the

flow streamlines, Fig. 3 (d).

CONCLUSIONS AND FUTURE WORKS

• Buoyancy effects enhance the circulation within the

canyon under unstable conditions, while weaken the cir-

culation under stable conditions. As a result, there is

higher Reynolds shear stress (magnitude) at the top of

canyon under unstable conditions and a lower Reynolds

shear stress under stable conditions. Strong three-

dimensional effect can be observed in the flow structures.

• Future work will focus on different buildings arrange-

ments and heating pattern to establish a comprehensive

parameter database.

Figure 3: Contours of a) Composite velocity distributions b)

Vertical velocity distributions c) Reynolds shear stress dis-

tributions and and d) 3D streamlines streamlines within the

street canyon.

Figure 4: Comparisons of vertical profiles of normalised time-

averaged a) horizontally velocity b) temperature c) Reynolds

shear stress d) eddy heat flux e-g) vertical velocity at different

x/H positions at the vertical centreline of street canyon for

cases with different Richardson numbers from -0.21 to 0.78.
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INTRODUCTION

Particulate matter of 2.5 µm or less in diameter (PM2.5)

poses a serious health hazard. Exposure to elevated concen-

trations causes the premature loss of millions of lives every

year, from ailments including coronary heart disease, stroke

and lung cancer [1]. While indoor exposure in workplaces

and public areas is now better characterised, much remains

to be done in terms of understanding the exposure risks to

individuals within domestic settings [2] Cooking is a signifi-

cant source of PM2.5 in the home [3], and it is critical, for

the improvement of domestic air quality, that this source be

properly characterised and mitigated. Historically, the RANS

approach has been used for such scenarios, due to the high

computational demands of LES, but this may well come at

a cost to the accuracy of the results [4]. The aim of this

work is to utilise high-fidelity computational fluid dynamics

(CFD) modelling and Stochastic Lagrangian Particle Tracking

to simulate PM2.5 dispersion during stir frying in a typical UK

kitchen. Results are validated using experimental data gained

from the DOMestic Systems Technology InCubator (DOMES-

TIC), based at the University of York in the UK.

METHODOLOGY

DOMESTIC is a controlled environment measuring 5.80

x 2.20 x 2.30 m, and contains a full-scale kitchen equipped

with a cooker and a range of PM2.5 and temperature sensors,

along with sonic anemometers, for full spatial resolution of

the data (see Figure 1). High-emission dishes such as stir-fries

are primarily studied. For the results shown below, cooking

duration was 12 minutes with a pan temperature of 180 ◦C,

after which the cooking pan was covered and removed from

the test house. Experiments were conducted in airtight condi-

tions. The geometry and meshing of the DOMESTIC model

was performed in SALOME, with mesh sizes being between 40

-170 million cells. The open-source, finite volume solver used

was code saturne, which is developed and maintained by EDF

R&D. Boundaries were set to a temperature of 10◦C to match

the experimental data. A standard Eulerian single phase in-

compressible flow model was used, along with the Boussinesq

approximation in the buoyancy term. Second order accurate

discretisation in space and time was used for both momentum

and heat transfer. WALE and Dynamic Smagorinsky SGS

models were tested and compared with a RANS (EBRSM)

approach. The fry pan was modelled as a solid cylinder with

Figure 1: Layout of DOMESTIC test house showing location

of of anemometers and PM2.5 sensors (D1-6).

a surface temperature of 180◦C, with PM2.5 particles being

injected at a rate of 3.5 mg/min just above this heat source

(from the experimental data and O’Learey et al.,[5]). One-

way fluid-particle coupling was used. Cases were run for an

in-simulation time of 12 minutes on an HPE Cray EX system

(ARCHER2).

RESULTS AND DISCUSSION

Figure 2: Velocities at anemometers 1 and 2 in the x and y

direction - results for 170 million cell Dynamic Smagorinsky

case compared against experimental results.

The experimental hydrodynamics were fairly well captured

by the model, as seen in Figure 2 (for clarity, only the most

successful case, the 170 million cell Dynamic Smagorinsky,

is shown). The slight discrepancies are attributed to exper-
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Figure 3: Experimental vs simulated results from PM2.5 sensors (D1-6).

imenter movement and the current lack of steam within the

model.

Despite rigorous standardisation protocols there was

considerable variability in the experimental PM2.5 concen-

trations between runs. Results shown here are the averages

of all four runs. The experimental results (see Figure 3)

indicate that, in unventilated conditions, dishes such as stir

fries may produce local concentrations of PM2.5 of over 40

times the World Health Organisation recommended 24 hour

maximum exposure of 15 µg m-3 [6]. As Figure 3 shows, the

LES approach appeared to be the most successful, with the

overall best fit to the experimental results given by the 170

million cell mesh Dynamic Smagorinsky model. All models

underpredicted concentrations at D2, the sensor in close

proximity to the cooking source. Again, this is likely to be

due to the absence of steam and experimenter movement

from the model – note the alternations between peaks as

high as 7000 µg m-3 and troughs of under 600 µg m-3 seen

in the experimental data at this sensor (Figure 3 (b)) which

suggest that the sensor is being subjected to intermittent

gusts of particle-laden air. All models also under predicted

the concentrations of PM2.5 at D5, the table-height sensor

(Figure 3, (e)), with the 170M WALE also showing a short

but intense peak in concentration early on in the simulations,

not seen in the experimental results. The currently used

assumption that the container is perfectly sealed is unlikely

to reflect the real-life air leakage into and out of the domain,

and including this into the model would likely improve the

mixing currently observed.

CONCLUSIONS

In this work, Lagrangian stochastic methods were used to

simulate PM2.5 dispersion in a typical UK kitchen, with vali-

dation data being supplied from the DOMESTIC test house.

The use of two LES SGS models (Dynamic Smagorinsky and

WALE) were compared with a RANS model (EBRSM). The

LES approach outperformed the RANS approach, with the

Dynamic Smagorinsky providing the best fit to the experi-

mental results overall. The incorporation of material particles

of a range of different radii, along with the effects of steam,

is currently under development, the results of which will be

presented at the conference.
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INTRODUCTION

In low-cost, small-size power systems, it is advantageous to

use single-stage turbine designs leading to high pressure ratios

and high Mach number conditions at stator outlet. This favors

supersonic regimes where shock waves constitute one of the

main sources of performance loss. This is particularly critical

in Organic Rankine Cycle (ORC) turbines, which use molecu-

larly complex organic vapors as the working fluid. Such fluids

do not obey the ideal gas equation of state, which strongly in-

fluences the expansion, and more specifically the flow around

the trailing edge (TE) [1] and the back pressure.

The very high pressure ratios achieved in supersonic turbine

stator vanes induce strongly favorable pressure gradients that

delay boundary layer transition on the blade surface. As a

consequence, the latter may remain laminar until reaching

the TE even at moderately high Reynolds numbers [2]. In

the case of supersonic flow, the shock waves generated at the

TE impinge on the laminar boundary layer at the suction side

of the neighboring blade, thus causing separation and abrupt

boundary layer transition to turbulence. In practice, due to

the presence of incoming free-stream turbulence, transition is

triggered upstream of the shock wave/boundary layer interac-

tion (SWBLI). The extent and intensity of the latter is then

expected to be highly dependent on the inlet turbulence level,

finally influencing the boundary layer state upstream of the

TE, the back pressure, and the turbine losses.

To shed light onto the interplay among freestream turbulence,

boundary layer transition under highly favorable pressure gra-

dients, and turbine losses, we perform Large Eddy Simulations

(LES) for both air and an organic vapor R134a behaving like

a dense gas, under varying levels of inlet turbulence intensity.

Initial comparisons between the air and R134a flows highlight

the effect of the gas thermodynamic behavior on the stator

vane performance. Then, an in-depth analysis is carried out

on the effect of varying the free-stream turbulence level on

the flow around the blade, with a focus on boundary layer

development and performance loss mechanisms.

CASE STUDY AND NUMERICAL METHODS

The present configuration is a supersonic stator vane de-

signed by Baumgärtner et al. [3]. The outlet isentropic Mach

number is Mis = 1.5 for both air and R134a, corresponding to

pressure ratios of Π = 3.67; 3.20, respectively, and the exit flow

angle is θ = 76
o
. The Reynolds numbers based on blade chord

(c = 16mm) and outflow conditions are Reair ≈ 1.7×10
6
and

ReR134a ≈ 2.4× 10
6
. Two levels of inlet turbulence intensity

are investigated: Tu = 2.7%; 3.4%. Additional LES are on-

going and will showcase higher turbulence levels. Free-stream

disturbances are injected at the computational domain inlet

plane by superimposing random Fourier modes with the inlet

boundary treatment, which relies on Riemann invariants.

Compressible LES are carried out using the in-house MUSI-

CAA high-order finite-difference solver for multiblock struc-

tured grids. The code is equipped with several thermodynamic

and transport law models. In this study, the ideal gas model

is used for air, while the thermodynamic behavior of the

molecularly complex vapor R134a is modeled with the Peng-

Robinson-Stryjeck-Vera equation of state [5], although in the

present simulations we consider thermodynamic operating

conditions in the so-called diluted gas region, where deviations

with respect to the ideal gas behavior are mild. The inviscid

fluxes are discretized by means of 10th-order centered differ-

ences whereas 4th-order is used for viscous fluxes. High-order

coordinate transforms are used to account for mesh deforma-

tions. The scheme is supplemented with a 10th-order selective

filter to eliminate grid-to-grid oscillations, along with a low-

order shock capturing term activated locally by a combination

of Jameson’s shock sensor and Ducros’ dilatation/vorticity

sensor. A four-stage Runge-Kutta algorithm is used for time

integration and high-order Implicit Residual Smoothing is ap-

plied to relax stability constraints on the time step. This

allows CFL numbers up to 5 in the present computations.

The filter also acts as a regularization term draining energy at

subgrid scales, so that no explicit subgrid-scale model is used

(implicit LES). More details about the numerical methodol-

ogy can be found in [4]

The computational domain extends from −1c to 2c and 0.1c

in the streamwise and spanwise directions respectively. The

blade surface is discretized by 2 000 points, and the span by

200 points, with a total of 212M grid points. The resulting res-

olution in wall units is n+ ≤ 2, t
+
avg ≈ 50 and z

+
avg ≈ 20 in the

wall normal, tangential and spanwise directions respectively.

PRELIMINARY RESULTS

A global view of the flow around the blade is given in Figure

1 for the case Tu = 2.7% , featuring a wide spectrum of in-
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Figure 1: Instantaneous Q−criterion contour colored by span-

wise velocity w, and density gradient magnitude in the back-

ground.

coming vortical structures which eventually wrap around the

leading edge and stretch as they enter the vane passage. More-

over, shock waves generated at the TE impinge on the blade

suction side, as indicated by the strong local density gradients,

forming a SWBLI region. Finally, an unsteady wake devel-

ops downstream of the TE featuring highly three-dimensional

structures with no apparent vortex shedding.

Further details of the flow near the wall are obtained by in-

specting mean boundary layer velocity and Reynolds shear

stress profiles in Figure 2. These are extracted from 0% and

2.7% inlet turbulence levels LES, at two positions on the

blade suction side: just upstream pre and downstream post

of the SWBLI. For Tu = 0%, the pre boundary layer corre-

sponds to a laminar profile while strong deviations are found

for Tu = 2.7%. Moreover, the corresponding cross-correlation

profiles feature non-zero content only for the latter case, show-

ing that the boundary layer is not laminar just upstream of

the SWBLI only in the case where free-stream disturbances are

injected. Finally, the velocity profiles across the post bound-

ary layer collapse to a somewhat turbulent state that is not in

equilibrium (large deviations from the log-law), but features

similar shear stress profiles.

While there is strong evidence that transition is triggered in

the SWBLI region in the Tu = 0% case, a different mechanism

appears to disturb the boundary layer prior the SWBLI when

turbulence is injected. In Fig. 3 we show carpet plots of the in-

stantaneous friction coefficient on the suction side. The graph

focuses only on the region around the SWBLI and the TE.

For Tu = 2.7%, the characteristics of free-stream turbulence

induced transition are observed, with the generation of turbu-

lent spots that contaminate the rest of the flow at the wall.

This results in a smaller SWBLI region (thin against large

recirculation region), leading in turn to a modified boundary

layer state and shock wave pattern at the TE.

CONCLUSION AND WORK IN PROGRESS

A detailed investigation of the effect of gas behavior and

free-stream turbulence on the flow through the supersonic sta-

tor vane is in progress and will be presented at the conference,

with a focus on boundary layer development and loss gener-

ating mechanisms. The ongoing additional LES will feature
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Figure 2: Boundary layer profiles just upstream (pre) and

downstream (post) of the SWBLI. Left: tangential velocity.

Right: Reynolds shear stress u′v′+ = u′v′/u2
τ .

Figure 3: Carpet plot of instantaneous friction coefficient on

blade suction side. Left: 0%Tu. Right: 2.7%Tu. The arrow

indicates the flow direction

higher inlet disturbance levels, as well as higher grid refine-

ment.
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INTRODUCTION

In the last few decades, turbofan engines have garnered

considerable attention in aeronautical research, especially in

the pursuit of improving fuel efficiency. The goal has been

to boost engine efficiency by improving both thermodynamic

and propulsive efficiency. The latter can be enhanced by in-

creasing the engine bypass ratio. The size of the fan presents

a significant constraint: with the increase of fan diameter,

the rotation speed needs to decrease to maintain transonic

conditions at the tip. In a classical turbofan engine, the fan

is directly coupled to the low-pressure spool which limits its

speed. The Geared Turbofan (GTF) concept allows to bypass

this compromise. It involves separating the fan rotation from

that of the turbine using a gearbox such that the turbine can

reach higher speeds. This results in the development of high-

speed low-pressure turbines, in which the typical low Reynolds

numbers are now obtained at high/transonic Mach numbers.

Loss mechanisms and the aerodynamics of blades are there-

fore significantly altered by compressibility effects. Under low

Reynolds numbers, there is a risk of separation on the suction

side, leading to a notable increase in losses. To prevent large

separation, researchers have investigated utilizing new blade

geometries as well as turbulence and wake-induced transition.

Separation that occurs can manifest either as an open separa-

tion leading to high losses without reattachment or as a closed

bubble adopting different modes. The transition allows for

reattachment, giving rise to separation bubbles. If reattach-

ment occurs prior the TE, the portion of turbulent wetted

area contributing to skin friction losses is actually reduced.

However, if it occurs to late, the outlet BL momentum and

displacement thicknesses are large and losses increase. These

regimes may be significantly altered due to choking of the pas-

sage, or due to the interaction with shocks.

By examining the aerodynamics of the blades, the pri-

mary objective is to comprehend the boundary layer condition

at separation to discern the specific mode of the resulting

separation bubble. From a numerical perspective, address-

ing this subject poses significant challenges. Both steady

and unsteady Reynolds averaged Navier Stokes simulations

(RANS and URANS, respectively) encounter difficulties in

accurately resolving transition. To comprehensively under-

stand and characterize transition, shocks, and other complex

mechanisms within the flow, high-fidelity simulations must be

employed. Direct numerical simulation (DNS) stands out as

the most reliable approach, enabling the capture of all flow

length scales, albeit at a considerably higher computational

cost. One method that is particularly suited for high accu-

racy DNS on generic geometries is the discontinuous Galerkin

method (DGM). In this work, the solver ArgoDG (see [1, 2])

is used.

The primary focus of interest in this study lies in studying

the aerodynamics of the blades, particularly in the conditions

encountered during both on-design and off-design scenarios in

a Geared Turbofan (GTF), notably during cruise and take-off

conditions. The results obtained aim to facilitate the develop-

ment of low-order models for profile and secondary losses, as

well as turbulence and transition models, by providing exten-

sive and very accurate statistical data bases. Furthermore,

this work serves to validate the methodology employed in

studying flows within high-speed LPTs by comparing experi-

mental and DNS data. It is essential to note that this work

primarily focuses on analyzing the behavior and effects of the

blades themselves, excluding any consideration of inlet turbu-

lence.

NUMERICAL SETUP

The computational domain and mesh are depicted in Fig-

ure 1. The mesh was constructed using Gmsh 4.5.6 [5].

The geometric parameters and flow conditions are respectively

Figure 1: Domain and mesh definition in the periodic plane.

given in Tables 1 and 2. The spatial discretization combines

discontinuous Galerkin with the symmetric interior penalty

discontinuous Galerkin (SIPDG), which leads to a 4th order
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Parameter Symbol Value

Pitch to chord ratio [-] g/c 0.63

Throat to chord ratio [-] o/c 0.37

TE radius to chord ratio [-] dTE/(2c) 0.008

Table 1: Cascade geometric parameters.

Quantity Value

Res,out [-] 70× 10
3

120× 10
3

Ms,out [-] 0.70 0.90 0.95 0.9 0.96

pout [Pa] 7771.16 5617.12 5213.22 9629.34 8806.7

T ◦

in [K] 300

α [
◦
] 36.3

Table 2: Flow conditions.

spatial discretisation. It is important to note that no shock

capturing strategies were employed. The computational do-

main includes five boundaries: inlet, outlet, top, bottom, and

the blade. Periodic BCs were employed at the top and bottom

boundaries as well as in the spanwise direction with a relative

span of 0.35% of the chord c. Total conditions and flow angles

are imposed at the inlet, while at the outlet, only static pres-

sure is fixed. A sponge layer is added near the outlet, with

spatially varying strength,

σ = tan(x− 1.55) · step(1.55), (1)

which penalises the instantaneous flow u with respect to the

time average u by adding the source term

S = σ(u− u) (2)

to the equations in order to prevent outgoing waves and per-

turbations from reflecting back into the domain.

(a) (b)

Figure 2: Mach number contours for Res,out = 70 × 10
3
and

Ms,out = 0.7 (a) and Ms,out = 0.9 (b).

DISCUSSION OF RESULTS

Figures 2, 3, 4 illustrate the flow, its turbulent and com-

pressible behaviors, for the low Reynolds / high Mach number

case. Separation bubble appears on the pressure side (PS) for

each case and turbulent reattachment is observed. A separa-

tion is observed on the suction side (SS) as well with periodic

reattachment for low Reynolds number case and reattachment

for the high Reynolds number case. Eddies detachment at the

trailing edge (TE) produces acoustic waves propagating up-

stream. These waves are blocked for high Mach number cases,

the higher ones showing a choked passage. This behavior im-

pacts separation and transition over both sides of the blade.

The boundary layer (BL) state was characterized with statis-

tics and integral parameters, revealing that the shock prevent

separation in the low Reynolds number case.

(a) (b)

Figure 3: Mach number contours for Res,out = 70 × 10
3
and

Ms,out = 0.95 (a) and Res,out = 120× 10
3
and Ms,out = 0.96

(b).
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Figure 4: Skin friction distributions along blade PS and SS

for Res,out = 70 × 10
3
, 120 × 10

3
and Ms,out = 0.7,0.9,0.95

resp. 0.96.
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catholique de Louvain (2014).

[3]Loris Simonassi et al.: An experimental test case for transonic

low-pressure turbines - part I : Rig Design, instrumentation and

experimental methodology. In: Volume 10B : Turbomachinery -

Axial Flow Turbine Aerodynamics ; Deposition, Erosion, Foul-

ing, and Icing ; Radial Turbomachinery Aerodynamics (2022).

[4]Loris Simonassi et al.: An experimental test case for transonic

low-pressure turbines - part 2 : Cascade aerodynamics at on- and

off-design Reynolds and Mach numbers. In: Volume 10B : Tur-

bomachinery - Axial Flow Turbine Aerodynamics ; Deposition,

Erosion, Fouling, and Icing ; Radial Turbomachinery Aerody-

namics (2022).

[5]C. Geuzaine and J.-F. Remacle.: Gmsh: a three-dimensional fi-

nite element mesh generator with built-in pre- and post-processing

facilities. International Journal for Numerical Methods in Engi-

neering 79(11), pp. 1309-1331 (2009).

DLES14 - Book of Abstracts 202



WORKSHOP

Direct and Large-Eddy Simulation 14

April 10-12 2024, Erlangen, Germany

LAGRANGIAN FDF MODELING OF NANOPARTICLE SYNTHESIS IN

TURBULENT SPRAY FLAMES

S.-J. Baik1,2, A. Karimi Noughabi1, I. Wlokas1,2, A. Kempf1,2
1Chair of Fluid Dynamics, Institute for Energy and Materials Processes (EMPI),

University of Duisburg–Essen, Germany
2Center for Nanointegration Duisburg-Essen (CENIDE), University of Duisburg–Essen, Germany

seung.baik@uni-due.de

INTRODUCTION

Gas-phase nanoparticle synthesis is a popular method for

producing powders with diverse compositions and size prop-

erties. Flames are a stable source of thermal conditions

for nanoparticle formation, making flame-based methods the

norm in the production of nanoparticles. At the laboratory

scale, nanoparticle synthesis is mostly laminar with moder-

ate Reynolds numbers and low pressure. However, achieving

these conditions in pilot-scale operations can be challenging,

and turbulent flows are expected. The resulting nanoparticles

are impacted not only by coagulation and sintering but also

by turbulence’s effects on local particle number concentration

and morphology.

The present study discusses the numerical modeling of

the spray flame synthesis of iron oxide nanoparticles in the

SpraySyn burner [1] using the Lagrangian filtered probabil-

ity density function (FDF) method in large eddy simulation

(LES). The aim is to compare the results of this LES-FDF ap-

proach with conventional simulations, evaluating the impact

of fine structure on nanoparticle synthesis.

NUMERICAL METHOD

This investigation utilizes LES to address the low-Mach for-

mulation of the Favre-filtered Navier-Stokes equation. Large

eddies are resolved, and subgrid turbulence is modeled. Pri-

mary and secondary breakup processes of the spray are

assumed near the burner surface, representing droplets as

Lagrangian spherical particles. Gas-phase combustion is

modeled using the Premixed Flamelet Generated Manifold

(PFGM) approach [2], involving computing flamelets in ad-

vance with the Cantera library. The results are organized into

a manifold accessed by a progress variable and two mixture

fractions. The study employs a combined reaction mechanism

for iron compounds and a surrogate mechanism for the sol-

vent mixture (ethanol/2EHA). The surrogate mechanism is

formulated by combining a lumped fuel pyrolysis model with

a C2 reaction mechanism, as described by Nanjaiah [3]. This

formulation results in a comprehensive reaction scheme com-

prising 59 species and 294 reactions. Estimation of iron oxide

nanoparticle formation and growth relies on the sectional ap-

proach, as proposed by Gelbard [4]. This method discretizes

the particle property space into NS sections, with each section

representing a particle number concentration Qk associated

with a specific particle size vk. The nucleation source term

is assumed to impact only the first section, where monomer

particles form from the gas phase. Subsequently, particles

are growing through coagulation with particles from both the

same or other sections. In this study, the nanoparticle sec-

tions are represented by the transport of the filtered mass

density function (FMDF) F rather than the conventional Eu-

lerian way. The transport equation of FMDF for nanoparticle

sections can be derived as:

∂

∂t
F +

∂

∂xi
ũiF = −

∂

∂xi
([ui|Ψ− ũi]F )

+
∂

∂ψQ




1

ρ

∂J
Q
i

∂xi

∣
∣
∣
∣
∣
Ψ F



−
∂

∂ψQ
SQF (1)

Where ψQ, J
Q
i , and SQ denote particle number concentration

(Q) sample space vector, the diffusive flux of component Q,

and the source term of component Q respectively. The trans-

port equation (1) of FMDF is solved by stochastic Lagrangian

particles with IEM (Interaction by Exchange with the Mean)

mixing model which represents conditional subgrid diffusion

effect. The mixing constant Cm for the nanoparticle subgrid

interaction (IEMmixing) is estimated based on highly resolved

simulation data [5] as shown in Fig. 1. The value of Cm is

smaller for heavier nanoparticles, indicating that the conven-

tional Cm typically used for the gas phase is not applicable

for nanoparticle synthesis.

EXPERIMENTAL AND NUMERICAL SETUP

The SpraySyn burner is composed of a slender tube

(Din/out = 0.4/0.7 mm) for the precursor solution and a noz-

zle for the dispersion gas (D = 1.5 mm), followed by a broad

sinter matrix (D = 70 mm) that provides hot pilot flame prod-

ucts and sheath gas. The precursor solution consists of 0.05

ml of iron(III)-nitrate nonahydrate per liter of a mixture of

ethanol and 2-ethyl hexanoic acid and is injected at a volume

flow rate of 2 ml/min at ambient pressure. For further details

on the SpraySyn burner, the previous experiment works [1, 6]

should be referred to.

The numerical simulations were carried out utilizing the

large eddy simulation (LES) code, PsiPhi [7], which has been

successfully validated in various LES studies. The computa-

tional domain 120x35x35 mm
3
was used for the simulations,

consisting of a cartesian grid with an equidistant spacing of
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∆ =0.5 mm and a total of 240x70x70 grid nodes, compris-

ing approximately 1.17 million cells. All simulations used 24

sections. Around 2.1M stochastic particles are used and the

simulation requires approximately 57.6K core hours.

RESULTS

As depicted in Fig. 2 (top), the mean values of nanoparti-

cle sections were determined by averaging over all stochastic

particles within each LES cell. Figure 3 shows a compari-

son between the mass-weighted particle size distribution ob-

tained from the simulations with various mixing constants,

and assumed normalized particle number distributions based

on measured (PMS [6]) count median diameters and geo-

metric standard deviation at the different heights above the

burner. It is important to emphasize that the simulations

show wider size distributions than the self-preserving distri-

bution expected in a perfectly homogeneous scenario. This

observation is expected, given the notable inhomogeneity and

fluctuations in the scalar fields caused by turbulence and tur-

bulent mixing as shown in Fig. 3.
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Figure 1: The distribution of the estimated mixing constant,

obtained through artificial filtering from highly resolved sim-

ulation data [5], is presented for particles with diameters of

0.45 nm (#1), 1.46 nm (#7), 5.75 nm (#14), 22.6 nm (#21),

and the fuel mixture fraction (Zfuel).

Figure 2: A schematic drawing of the burner inlet and in-

stantaneous gas temperature (bottom), and the procedure of

constructing the mean particle number concentration of each

section from stochastic particles in a cell (top).

Figure 3: Comparison between the particle size distribution

(mass-weighted) obtained from the simulations, and assumed

distributions (normalized particles number) based on mea-

sured count median diameters and geometric standard devia-

tion (PMS) [6] at the different heights above the burner, along

the centerline of the flame. The vertical line and grey filled

area indicate count median diameters and geometric standard

deviation from the experiment respectively.
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INTRODUCTION

The latent heat of the phase transition provides an intrinsic

link between heat and mass transfer in flows with conden-

sation. In many of these flows, from heat exchangers to

large-scale atmospheric convection, the heat transfer rates are

modified due to phase change effects. In an automotive con-

text, the accurate prediction of dropwise surface condensation

is necessary to ensure the reliability of the sensors used by

driver support systems.

However, including especially dropwise condensation in nu-

merical flow simulations remains challenging, with insufficient

accuracy in simplified models on one end of the spectrum [1],

and high computational costs in fully resolved direct numerical

simulations (DNS) on the other end [2].

In this work, we investigate a condensation wall model

using a scaled thermal diffusivity regarding its predictive ca-

pabilities in DNS of turbulent channel flow in comparison to

the super-droplet approach recently published in [3].

NUMERICAL SETUP

Turbulent flow through a vertical, differentially heated

channel is described via the incompressible Navier–Stokes

equations,

∇ · u = 0, (1)

∂u

∂t
+ (u · ∇)u = −

1

ρ
∇p+ ν∇2

u+B. (2)

The Boussinesq approximation is employed to include buoy-

ancy as a function of both temperature T and vapor concen-

tration c,

B = −βT (T − T ref ) g − βc(c− c ref ) g, (3)

where β is the expansion coefficient of the fluid around the ref-

erence values, and g is the gravitational acceleration. Coupled

convection–diffusion equations describe the active scalars,

∂T

∂t
= κ∇2

T − u · ∇T + SPT ,T (4)

∂c

∂t
= D∇2

c− u · ∇c+ SPT ,c (5)

with the thermal diffusivity κ, the binary mass diffusion coef-

ficient D, and the phase change source terms SPT to account

for the change in vapor concentration due to condensation,

and the associated absorption or release of latent heat. Con-

densation is triggered on a cell-by-cell basis depending on local

oversaturation, and treated as an instantaneous process.

The investigation domain is a channel with half-height δ

and length 6πδ, set up in an inlet–outlet configuration with

flow along the direction of gravity. The spanwise direction

is periodic, while no-slip and impermeability conditions are

applied to the wall, along with fixed temperatures. One wall

is cooled with respect to the inlet temperature of the fluid,

Tc < Tin , while Th = Tin ensures that no heat transfer occurs

at the heated wall. The bulk velocity ub is chosen to give

Re = ubδ/ν = 2000, and a Richardson number of Ri = 0.01.

The working fluid is humid air, with Pr = 0.73 and Sc = 0.65.

The DNS is performed using a custom solver implemented

in OpenFOAM, with second-order central differencing for

the spatial discretization, a second-order accurate explicit

leapfrog-Euler time integrations scheme, and the projection

method for pressure–velocity coupling [4].

DROPLET-INDUCED HEAT TRANSFER ENHANCEMENT

Based on average condensation rates at the cooled sur-

face, the locally available condensate mass can be extrapolated

across the time scale necessary to grow macroscopic droplets.

Since the resolution requirements for DNS including droplets

spanning a realistic size distribution incurs prohibitive compu-

tational costs when investigating larger geometries, the con-

densate is instead consolidated into super-droplets [5] of a

pre-determined length scale given by the mean droplet height

⟨h⟩, comparable to the turbulent scales [3]. These super-

droplets are then included into the simulation as static wall

deformations, and their effect on the flow throughout the chan-

nel recorded. Based on the bulk temperature of the fluid at

the channel outlet, the enhancement of the total heat flux at

the cooled wall can be calculated.

As the increase of the heat transfer originates from the wall-

near modifications introduced by the droplets, an alternative

approach to capturing the effect is to directly alter the thermal

properties of the fluid close to the wall. For the condensation

wall model, we set

κ =

{

f · κ0 for y+ ≤ ⟨h+⟩

κ0

(
1 + (f − 1) exp

(
−5y+/h+

))
else,

(6)
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which blends the scaled value f · κ0 for y+ ≤ ⟨h+
with the

original value κ0 using a steep exponential transition.

The value of the scaling factor f was calibrated using

the DNS with condensate super-droplets with ⟨h+⟩ = 6.5

to achieve a matching bulk temperature evolution. Fig-

ure 1 shows the dimensionless bulk temperature θ =

(T − Tc) / (Tin − Tc) along the streamwise length of the chan-

nel. The successful calibration of the scaling factor leads to

an adequate match in temperature profiles, capturing the en-

hancement of the heat transfer obtained from the DNS with

super-droplets. However, the resulting profile is more shallow

near the inlet and steeper near the outlet in comparison.

Figure 1: Streamwise profiles of the bulk temperature θb for

the DNS with unscaled κ0, scaled κ, and super-droplets.

Figure 2: Streamwise profiles of the bulk humidity ζb for the

DNS with unscaled κ0, scaled κ, and super-droplets.

Similarly to the bulk temperature, the averaged dimension-

less bulk humidity ζ = (c− csat (Tc)) / (cin − csat (Tc)) of the

fluid can be compared across the three different simulations.

Figure 2 shows the corresponding profiles along the channel.

Although the scaling factor f was calibrated using only the

bulk temperature, the predicted bulk humidity matches the

result of the DNS with super-droplets, thus capturing the en-

hanced mass transfer caused by the droplets on the surface.

Again, the profile progresses more shallow near the inlet and

steeper near the outlet compared to the super-droplet DNS,

mirroring the behavior of the bulk temperature.

To further investigate the different mechanisms by which

the flow through the channel is influenced by the wall model

as opposed to the super-droplets, we evaluate the wall-normal

profile of the turbulent kinetic energy k. Comparing these

Figure 3: Wall-normal profiles of the turbulent kinetic energy

k for the DNS with unscaled κ0, scaled κ, and super-droplets.

profiles shows that turbulence is enhanced by the presence

of the super-droplets. The surface deformations at the wall

present obstacles to the flow and induce both wall-normal and

spanwise flow, contributing to additional turbulent mixing and

thereby increasing the heat transfer at the cooled surface. In

contrast, scaling κ causes lower temperatures near the wall

without introducing fluctuations, leading to increased aiding

buoyancy and consequently attenuated turbulence [6].

CONCLUSION

The results from the DNS with a condensation wall model

based on scaling the thermal diffusivity near the channel wall

show that because of the strong connection between heat and

mass transfer in flows with condensation, calibration with re-

spect to the bulk temperature is sufficient to accurately predict

the bulk humidity. However, the resulting flow fields are fun-

damentally different, underlining the necessity to account for

the direct interaction between fluid flow and droplet surfaces

to ensure accurate simulations of flows with dropwise surface

condensation.
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INTRODUCTION 
 

The current group has recently proposed an algebraic 

hybrid RANS-LES Wall-Modeled LES (aWMLES) formulation 

which allows to combine a near-wall Prandtl mixing length 

model with any algebraic LES mode [1]. LES models using this 

near wall ‘extension’ enable an integration of the Navier-

Stokes equations through the viscous sublayer without 

providing the stringent mesh resolution required for a Wall-

Resolved LES (WRLES) on the wall-parallel directions. 

In principle, the RANS treatment in the inner layer is 

beneficial in almost all scenarios and helps to reduce mesh 

sensitivities of LES for wall bounded flows, making it an 

attractive default for industrial codes. The main area, where 

the near-wall RANS layer can have a negative impact on the 

simulation is however for flows with laminar-turbulent 

transition. In such scenarios, the RANS model can be 

activated in the laminar boundary layer upstream of 

transition and thereby prevent the formation of a correct 

laminar boundary layer. This in turn can have a strong and 

negative effect on the transition dynamics (onset, length 

etc.).  

Considering that the WMLES formulation is algebraic, it 

would be desirable to identify an indicator which would 

allow to deactivate the RANS model in the laminar boundary 

layer, without any negative impact on the fully turbulent 

model characteristics. Several such indicators were tested, 

but none could be identified which satisfies both these 

requirements. This leaves two options. The first would be to 

use non-local indicators connecting the outer part of the 

boundary layer with the inner RANS layer. However, such an 

approach is not attractive from an implementation and HPC 

performance standpoint, as it introduces non-local 

operations and parallel data exchange into the solver.  

The alternative is to use a transport equation to transport 

the information of the status of the outer layer into the inner 

layer RANS region. This approach is taken in this paper.   

aWMLES – Basic Formulation 

The aWMLES formulation uses a blend of a RANS and an 

LES model 𝜈𝑡 = 𝑓𝑠𝑤𝜈𝑡,𝑅𝐴𝑁𝑆 + (1 − 𝑓𝑠𝑤)𝜈𝑡,𝐿𝐸𝑆, where 𝜈𝑡,𝐿𝐸𝑆 

can be any algebraic LES model. The RANS model is given by 𝜈𝑡,𝑅𝐴𝑁𝑆 = 𝑓𝑤𝑑(0.41𝑑𝑤)2𝑆, where 𝑑𝑤 is the wall distance 

and 𝑆 is the strain rate. The two functions involved are the 

switching function 𝑓𝑠𝑤  and the sublayer damping function 𝑓𝑤𝑑. The switching function 𝑓𝑠𝑤 = 𝑒−(𝐶𝑤1𝑑𝑤ℎ𝑚𝑎𝑥 )𝐶𝑤2
(ℎ𝑚𝑎𝑥  is the 

generalized maximum edge length of the cell) has two 

parameters 𝐶𝑤1 = 2.45 and 𝐶𝑤2 = 2.0, which have been 

optimized to reproduce the correct logarithmic layer (Fig.1).  

To prevent activating of the RANS layer in the laminar part 

of transitional flows, one could in principle ensure using a 

mesh that is fine enough to push the RANS model into the 

sublayer. The mesh requirement for this is ℎ𝑚𝑎𝑥 < 𝐶√𝑅𝑒𝛿 𝛿, 

where 𝛿 is the boundary layer thickness and 𝐶 is a coefficient 

which depends on the model coefficients. Such fine meshes 

can typically not be achieved and one needs to find a way to 

turn off the RANS model in the laminar region. This indicator 

(𝐼𝐿𝑇) can then be used to multiply the RANS part of the 

aWMLES: 𝜈𝑡 = 𝜈𝑡,𝑅𝐴𝑁𝑆𝑓𝑠𝑤𝐼𝐿𝑇 + 𝜈𝑡,𝐿𝐸𝑆(1 − 𝑓𝑠𝑤). The 

indicator is based on two elements. The first is the primary 

indicator, which can distinguish between laminar and 

turbulence flow in the outer part of the boundary layer. Two 

such measures are tested. The first is the Vortex Tilting 

Measure (VTM) parameter which detects three-dimensional 

disturbances of the flow: 𝑉𝑇𝑀 = √6∙|𝜀𝑖𝑗𝑘𝑆𝑗𝑖𝛺𝑗𝛺𝑘|(𝛺𝑙𝛺𝑙∙√3∙𝑆𝑖𝑗𝑆𝑖𝑗−𝑆𝑖𝑖𝑆𝑗𝑗), where 𝑆𝑖𝑗 components of the strain rate tensor and 𝛺𝑖 components 

of the vorticity vector. For the second version (aWM-σ-TVR) 

the turbulent viscosity ratio in the ‘LES’ region as computed 
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by the -LES model is used: 𝑇𝑉𝑅 = (𝐶𝜎ℎ𝑚𝑎𝑥)2𝐷𝜎𝜈 , where 𝐷𝜎 is 

the differential operator and 𝐶𝜎 = 1.35 of the σ model [2] 

and 𝜈 – molecular kinematic viscosity. While both indicators 

can distinguish between laminar (𝐼𝐿𝑇 zero) and turbulent 

flow (𝐼𝐿𝑇 non-zero) in outer part of the boundary layer, they 

both go to zero in the RANS regions of high Reynolds number 

flows and thereby switch to ‘laminar’. A method is therefore 
required to ‘transport’ the information from the LES to the 

RANS region. This is achieved through a transport equation: 𝜕𝜌𝜙𝜕𝑡 + 𝜕𝜕𝑥𝑖 (𝜌𝑢𝑖𝜙 − 10(𝜈𝑡 + 𝜈) 𝜕𝜌𝜙𝜕𝑥𝑖 ) = (𝑎𝑟𝑔𝜙 − 𝜙 )(1.0 −𝑓𝑠𝑤,𝜙)S. Details of that formulation will be given in the final 

paper, but the main characteristic is that the large diffusion 

term is used to transfer the outer boundary layer 

information to the RANS layer.  

Test Cases and Results 

Three cases are considered. The first one is fully turbulent 

periodic channel flow at two Reynolds numbers based on 

the friction velocity, 𝑅𝑒𝜏 = 395 and 𝑅𝑒𝜏 = 18 000. This is 

the basic testcase set for the aWM-LES models and needs to 

remain unchanged. The results for the periodic channel flow 

(Fig 1) illustrate that the LT indicator does not negatively 

affect the fully turbulent solution of the baseline aWM-σ 
model. 

 

Figure 1. Velocity profiles in log-scale for aWM-σ model 

with activated and deactivated laminar turbulent indicator 

for the periodic channel flow at 𝑅𝑒𝜏 = 395 (left) and 𝑅𝑒𝜏 =18 000 (right). 

The other two cases represent flows with separation 

induced transition, where so-called laminar separation 

bubble is formed. In the experiments of Hultgren and Volino 

[3], a flat plate boundary layer was subjected to a 

streamwise pressure gradient causing laminar separation 

and turbulent reattachment. Activating the indicator 

equation results in the proper prediction of the laminar flow 

and significantly improves transition behavior in the Volino 

case (Fig 2.) for both VTM and TVR LT indicator. The baseline 

aWM-σ model fails to predict laminar boundary layer and 

delays reattachment of the laminar separation bubble due 

to ‘RANS’ mesh resolution. 

 

Figure 2. Skin friction coefficient for the aWM-σ model 

with activated and deactivated laminar turbulent indicator 

for the Volino 

The final testcase is the flow around an Eppler-387 airfoil 

at 𝑅𝑒𝑐 = 105 and zero angle of attack. The considered flow 

regime is characterized by large laminar separation bubble 

(~0.5𝑐) on the upper side and laminar boundary layer along 

the lower side of the airfoil. For all the cases the ‘RANS’ mesh 
resolution is used in laminar part of the flow. 

For this case aWM-σ model fails to predict laminar 
boundary especially on the lower side of the airfoil where 

boundary layer should be laminar (see Fig. 3). The use of the 

VTM based LTT indicator improves prediction of the laminar 

flow, but the solution has some region of the disturbed 

laminar boundary layer in the lower side of the airfoil. The 

aWM-σ-TVR predicts proper laminar boundary layer and 

provides slightly better agreement with the experimental 

pressure distribution in the laminar separation bubble 

(0.5 < 𝑥/𝑐 < 0.9). 

 

Figure 3. Skin friction coefficient on the upper (left) and 

lower (right) side of the airfoil for the aWM-σ model with 

activated and deactivated laminar turbulent indicator for the 

Eppler-387 airfoil. 
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INTRODUCTION

In this work, we present results from high-order simula-

tions of turbulent boundary layers (TBLs) using wall-modeled

LES (WMLES). This contribution is a continuation of the

work previously presented at DLES13, where we explored the

selection of boundary conditions suitable for WMLES con-

ducted using the spectral-element method (SEM) [3]. Here, we

demonstrate state-of-the-art accuracy in simulations of flat-

plate turbulent boundary layers using SEM-based WMLES,

which represents an important milestone for this simulation

approach. As the next step, we consider the flow around the

Aerospatiale A-airfoil at a near-stall condition. At this stage,

an a priori analysis of WMLES accuracy has been conducted,

with a simulation campaign currently ongoing.

COMPUTATIONAL METHODOLOGY

The simulations are performed using Nek5000, which is a

solver for the incompressible Navier-Stokes equations, based

on the spectral-element method. Here, we formally solve the

spatially filtered form of the equations, augmented by the Vre-

man subgrid scale model [9] for closure. Algebraic wall stress

modeling based on Spalding’s law [6] is applied, in order to

avoid capturing the inner layer dynamics.

SIMULATIONS OF A FLAT PLATE BOUNDARY LAYER

The first presented case is that of a zero-pressure-gradient

turbulent boundary layer (TBL) developing on a flat plate.

The inflow conditions are generated using a precursor simula-

tion with the pseudo-spectral code SIMSON [1]. The inflow

Reynolds number is Reinθ = 790, and the data is interpolated

onto the WMLES meshes as a pre-processing step. During the

WMLES, the inflow data is read from disc, and cubic temporal

interpolation is used to get values at any given time within the

range of the dataset. The sampling point distance for the wall

model is set to 0.2δ99(x), with the distribution of the thick-

ness pre-computed using a power-law estimate. The order of

the polynomial basis is set to 7.

The mesh size is adapted to follow the growth of the TBL

in the wall-normal and streamwise direction, such that there

are always ≈ 4 elements per δ99(x). For the spanwise direc-

tion, the resolution is fixed, so that the mesh is structured.

Simulations on 3 meshes (M1, M2, M3) are conducted corre-

sponding to, respectively, 1, 2, and 4 elements per δ99 and the

inflow.

The predicted skin friction coefficient is shown in Figure 1

together with reference data from DNS and wall-resolved LES

found in the literature [2, 4, 5]. The dashed lines show relative

errors with respect to the LES of Eitel-Amor et al. [2]. Im-

provement with spanwise mesh refinement is observed, with

the results on the M3 mesh in excellent agreement with the

reference data: The relative errors do not exceed 2%.

Figure 1: Obtained skin friction coefficient profiles, cf , corre-

sponding relative error curves (see ordinate axis on the right),

ϵ[cf ], and reference data [2, 4, 5].

The mean velocity profiles in outer scaling are shown in

Figure 2. Similar to cf , the results improve with mesh refine-

ment, and the M3 curves are very accurate, particularly at

larger Reθ. On the coarser grids, the WMLES profiles tend

to over-predict the reference data over a portion of the outer

layer. This is, in fact, the main cause of the corresponding

over-prediction in the wall stress observed via the cf curves.
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Figure 2: Outer-scaled mean streamwise velocity profiles,

U/U0, corresponding relative error curves, ϵ[U/U0], and ref-

erence data [2, 4, 5].
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SIMULATIONS OF AN AIRFOIL NEAR STALL

Following the setup of the wall-resolved LES in [8], we con-

sider the Aerospatiale A-airfoil at the angle of attack 13.3°and

cord Reynolds number Rec = 10
7
. The focus of the simulation

is on the suction side of the foil, where the TBL experiences

the effect of an adverse pressure gradient (APG). According to

the reference data, the transition of the TBL occurs without

a laminar separation bubble, and there is no (mean) separa-

tion in the region of the APG either. The case can therefore

be considered somewhat easier to predict with WMLES com-

pared to those with separation regions. The high Reynolds

number also lends well to demonstrate the savings that can

be achieved by WMLES. For reference, the wall resolved sim-

ulation in [8] requires a grid with 38 billion degrees of freedom.

We intend to adopt a similar meshing strategy as for the

TBL, however the thickness of the boundary layer varies much

stronger in the streamwise direction, compared to the flat plate

case. The ratio of δ99 at the trailing edge and at x/c = 0.1

is ≈ 100. This entails that the spanwise resolution will have

to be based on a compromise between the need to capture the

transition of the TBL and limiting the anisotropy of the mesh

downstream. This will likely prove to be biggest challenge in

terms of the simulation setup. We may also consider using an

unstructured quad mesh for the surface of the foil, which will

allow to adapt the resolution in the spanwise direction at the

cost of poorer numerical properties of the grid.

As a first step to evaluating the accuracy of WMLES for

this flow, an a priori analysis is conducted based on the avail-

able LES data [8]. As demonstrated in Figure 3, Spalding’s

law can, in principle, give accurate stress predictions between

x/c ≈ 0.2 and x/c ≈ 0.8. Further downstream the APG

makes the log-law region very short and vertically shifts it

downwards.
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Figure 3: Inner-scaled velocity profiles on the suction side of

the airfoil. The blue line shows the Spalding’s law and black

line the wall-resolved LES of Tamaki and Kawai [8].

In Figure 4, the relative error in the wall stress predicted

by Spalding’s law based on the reference LES data is shown.

The accuracy is quite sensitive to the distance to the sampling

point, and the results in the figure are for distance ≈ 0.1δ99.

In line with Figure 3, the predictions are within acceptable

accuracy when the TBL is in a state close to the canonical

flat-plate TBL. The poor predictions near the trailing edge

are, perhaps, not of strong concern since the boundary layer

growth is mainly determined by the APG in that region. How-

ever, the lack of accuracy near the transition region is an issue

since poor prediction of cf will entail an incorrect TBL thick-

ness as it approaches the APG region, causing it to remain

poor downstream. The reasoning here is based on the discus-

sion in [7], where the integral momentum equation has been

used to study the influence of cf and the APG on the devel-

opment of θ.
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Figure 4: Relative error in the wall shear stress predicted by

Spalding’s law based on velocity profiles available in the LES

database of Tamaki and Kawai [8].

CONCLUSIONS AND OUTLOOK

We present results from WMLES of two attached TBL

flows, using an SEM-based solver, Nek5000. For the flat-

plate TBL, results show excellent agreement with reference

data at sufficient grid resolution. In light of its computational

efficiency, this makes SEM a very strong candidate for high-

order WMLES of flows at large Reynolds numbers. As the

next step, we consider the Aerospatiale A-airfoil at a near-

stall condition. Simulations are currently ongoing, and we are

confident to have at least preliminary results at the time of

the conference. A priori analysis shows that equilibrium wall

models adequately predict the wall stress some distance away

from the leading and trailing edges. At the same time, it is

difficult to fulfill best-practice guidelines for WMLES mesh

construction using a structured grid, and alternative meshing

strategies are worth exploring. A successful WMLES of this

case would be an important milestone towards simulating in-

dustrial flows. In particular, we are interested in applying the

developed methodology to racing boat hydrofoils. In parallel,

we are working on a GPU implementation of the wall models

to further decrease the time-to-solution.
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[4]Schlatter, P. and Örlü, R. : Assessment of direct numerical sim-

ulation data of turbulent boundary layers, Journal of Fluid Me-

chanics, 659, 116–126 (2010).
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INTRODUCTION

The application of scale-resolving simulations such as LES

and DNS is still elusive for many engineering applications due

to the required computational effort and the limited compu-

tational resources. It was thoroughly demonstrated in the

last decade that high-order numerical methods show signifi-

cant advantages in terms of computational cost required for

given accuracy for DNS and LES and that they can be im-

plemented efficiently on traditional CPU-based system ar-

chitectures. However, the improvements in performance for

CPU-based systems has slowed down significantly over the last

years. Consequently, more specialized architectures such as

GPUs have become increasingly popular in the last decade as

they still promise considerable performance improvements per

generation and thus allow to tackle more complex flow cases,

while also yielding better performance per invested amount of

energy. However, CPU codes cannot be easily run on GPU

hardware, since they exhibit a distinctly different architec-

ture and require different programming languages. Hence,

existing codebases have to be translated efficiently to GPU

hardware, both in terms of implementation effort and compu-

tational performance. In this study, we demonstrate such an

effort for GALEXI, a GPU-accelerated implementation of the

FLEXI [1] solver. Hence, we demonstrate how an unstructured

DG code can be implemented efficiently for GPU architec-

tures and demonstrate that GALEXI is capable of tackling

challenging large-scale problems with complex geometries by

computing an LES of an OAT-T15A airfoil with shock buffet-

ing inducing complex shock-turbulence interactions.

IMPLEMENTATION

GALEXI is a GPU implementation of the FLEXI code

with the compute kernels implemented using the CUDA For-

tran framework provided by Nvidia. Consequently, GALEXI

also solves the compressible Navier–Stokes equations using the

discontinuous Galerkin spectral Element Method (DGSEM).

A split-flux approach [2] is used to counter aliasing errors

in underresolved simulations and a shock-capturing scheme

based on the blending approach by Hennemann et al. [3] is

used to handle shocks within the domain. The parallelization

of GALEXI is based on CUDA-aware MPI and employs the

latency hiding strategy of the CPU baseline to overlap the

necessary communication with local computations. The re-

quired compute kernels are implemented with respect to the

following design principles:

• All routines called during time-stepping run on the GPU

to avoid any data transfer to main memory.

• Order of computations are reorganized to allow for the

maximum degree of parallelization at the cost of repeat-

ing computations in some places.

• Small, individual kernels are fused if this allows to per-

form more operations on the loaded amount of data.

• Kernels are organized in parallel streams to hide the

starting latency and reduce the impact of tail effects.

Following these design principles allows to yield a scalable and

efficient implementation of the described numerical methods,

as is demonstrated in the following.

APPLICATION

In this study, the GALEXI code is applied to two differ-

ent flow cases. First, the compressible Taylor–Green vor-

tex (TGV) [4], which serves as a validation test case that is

well examined in the literature. For the TGV case, a Carte-

sian mesh with periodic boundary conditions is initialized with

analytically prescribed velocity fluctuations, which evolve into

turbulent flow over time. In the compressible case, these fluc-

tuations are set at transsonic and supersonic levels which then

yields intricate shock-turbulence interactions constituting an

excellent test case for compressible turbulence. Here, GALEXI

shows good agreement with the references from the literature.

Since the computational effort of this case can be easily scaled

due to the Cartesian mesh, the TGV is also used for scal-

ing tests to assess the scaling abilities of the code. For this,

GALEXI was used to compute the compressible TGV with

varying resolution (106 to 109 DOF) and using up to 128 A100

GPUs. The tests were performed on the HAWK-AI partition

of the HAWK system at the HLRS in Stuttgart, which com-

prises a total of 24 GPU nodes each equipped with 8 Nvidia

A100 GPUs, which yields a total of 192 A100 GPUs on the

system. The Performance Index (PID) is used to quantify the

performance of the code and measures the time it requires a

single compute unit (a single CPU core or a single GPU) to

update a single degree of freedom (DOF) for a single time

stage of the integration scheme. The results in Fig. 1 show

the results of the scaling tests for GALEXI (left) as well as for

the basline CPU implementation FLEXI (right). The results
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Figure 1: Scaling results for the GPU (left) and CPU (right) implementation. Please note that the y-axis is scaled differently with

the PID in the GPU case given as nanoseconds per DOF and in the CPU case as microseconds per DOF.

show that using GALEXI, the computational power on a sin-

gle A100 corresponds to the performance achieved on 256 to

512 CPU cores using the CPU implementation. Moreover, the

results show almost perfect weak scaling at high loads (DOF

per GPU) for up to 128 GPUs, while loads below 106 DOF

per GPU cannot provide sufficient work for the GPUs causing

a significant drop in performance. These results underline the

excellent performance of the employed implementation strat-

egy and the applied numerical methods.

Figure 2: Instantaneous flow field around the OAT-T15A air-

foil at transonic conditions showing the buffeting shock on the

suction side.

In a second step, the validated code is applied to compute

an LES of an OAT-T15A airfoild at transsonic conditions,

where it exhibits a shock buffet on the suction side, as shown

in Fig. 2. In this study is demonstrated that GALEXI can

be applied to challenging computations of compressible tur-

bulence with shock-turbulence interactions also for complex

geometries, where unstructured meshes are highly beneficial.

Moreover, it is shown that the application of GPUs can signif-

icantly accelerate the computation and improve the required

Watt-to-solution considerably in comparison to the CPU im-

plementation.

*
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INTRODUCTION

Wall-modeled large eddy simulations have been used suc-

cessfully on industrial flows as an aircraft in landing conditions

[1], however, the results submitted to AutoCFD3 [2] show that

they are not popular yet for studies in the automotive industry.

Among the 101 data entries in the workshop, only 8 studies,

4 of the Windsor body without wheels at 2.5◦ of yaw and 4 of

the notchback configuration of the DrivAer, were performed

employing wall-modeled large eddy simulations.

Be that as it may, Figure 1 shows that for the Windsor

body case in the AutoCFD3 workshop, wall-modeled LES is

the only methodology that contains the reference experimental

value of the drag coefficient inside the 95% confidence interval

of the data.

The Windsor body is a bluff body that mimics a simplified

square-back car. As in any other square-back vehicle, e.g.

sport utility vehicles (SUVs), buses, and trucks, the dominant

contributor to the drag force is the forced separation at the

abrupt rear end of the model [3]. This separation creates a

recirculation area behind the vehicle, resulting in a powerful

suction effect on its back face which is only predicted correctly

by LES turbulence models.

Most of the studies in the literature about square-back ve-

hicles are experiments focused on the characterization of the

wake bi-stability for the case of an inlet flow without a yaw an-

gle [3]. The few studies that analyze the flow at different yaw

angles are experiments focused on drag reduction by modify-

ing the rear-end edges. Furthermore, there are no studies that

talk about the compressibility effects on the flow. Despite the

typical Mach number in the automotive industry being be-

low M0 < 0.2, all the results submitted to AutoCFD3 were

obtained under the incompressibility hypothesis and failed to

predict the value for the lift coefficient of the Windsor body.

This work aims to present a full characterization of the

turbulent flow in Windsor body using wall-modeled LES at

several yaw angles and elucidate whether the differences with

the experimens reported were due to local compressibility ef-

fects.

NUMERICAL METHODOLOGY

The filtered compressible and incompressible Navier-Stokes

equations are numerically solved using SOD2D (Spectral high-

Order coDe 2 solve partial Differential equations) [4], a low-

WMLES RANS LBM DDES
Type of turbulence model

0.26

0.28

0.30

0.32

C D

Varney et al.
AutoCFD3 data

Figure 1: Drag coefficient (with the 95% confidence interval) of

all the submissions for the Windsor body case of AutoCFD3

[2] (δ = 2.5◦) grouped according to the type of turbulence

model

dissipation spectral element method (SEM) code. SOD2D

is based on a spectral-element version of Galerkin’s finite

element-method continuous model with a modified version of

Guermond’s entropy viscosity stabilization [5]. The aliasing

effects of the reduced order integration caused by employ-

ing SEM integration for convective terms are countered with

the skew-symmetric splitting presented by Kennedy and Gru-

ber [6]. In the case of the compressible solver, the time-

advancement algorithm is based on an explicit fourth-order

Runge-Kutta method. For the incompressible solver, an ex-

plicit second-order Adams-Bashforth for the convection terms

and an implicit second-order Crank-Nicolson for the diffusion

terms are used. Additionally in the incompressible case, the

fractional step method is used to solve the coupled velocity

pressure system, by means of a conjugate gradient solver as

an iterative solver of the final linear system.

The chosen SGS viscosity model is the local formula-

tion of the integral length-scale approximation (ILSA) as in

Lehmkuhl et al. [7]. The near wall region is modeled using

the Reichardt wall law [8] with an exchange location in the

5th node.

To study the turbulent flow topology different yaw angles
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Figure 2: Comparison of the obtained drag CD and side CS

force coefficients for all yaw angles with the experimental re-

sults from Varney et al. [9]

of δ = 0◦, 2.5◦, 5◦, 10◦ at Reynolds number Re = ULref/ν =

2.9× 106 are computed. Here the Reynolds number is defined

in terms of the length of the model, Lref . Additionally, in or-

der to analyse the local compressibility effects, two additional

numerical simulations are performed at yaw angle δ = 2.5◦ at

M0 = 0.2 and assuming incompressible flow.

Two domains are used in the present study. The first one,

for the characterization of the yaw angle extends from −4.5 ≤

x/Lref ≤ 6.5, −2 ≤ y/Lref ≤ 2 and 0 ≤ z/Lref ≤ 2.5 with

the nose of the car centered at the origin of the coordinates.

The second domain, aimed to the study of the compressibility

effects is equivalent to the wind tunnel used by Varney et al.

[9]. The computational grids are made of 4th-order hexahedra.

The grid used for the yaw angle characterization has 135.2

million grid points and the grid for the compressibility effects

has 108.1 million grid points.

RESULTS

Figure 2 compares the obtained variation of the drag and

side force coefficients with the yaw angle with the results from

the experiments made by Varney et al. [9]. Both forces exhibit

the same increasing trend as in the experiments, however, the

drag values are slightly lower because the blockage ratio of the

used computational domain is smaller than the one of the wind

tunnel used by Varney et al. [9]. On the other hand, the lift

force coefficient remains constant at CL = −0.15 at all yaw

angles while its mean experimental value is CL = −0.035.

The drag and side force coefficients at M0 = 0.2 ex-

hibit similar behavior, but contrary to what happened for

the incompressible cases, the lift force coefficient raises to

CL = −0.056, which is more consistent with the experimental

values. One of the possible causes can be attributed to the fact

that in the areas where the flow is accelerated, as the begin-

ning of the roof and the ground clearance zone, the local Mach

number gets higher than M = 0.3, as can be seen in Figure 3.

As a consequence, changes in the pressure distribution (not

depicted here) are observed in these zones, impacting the lift

force. Interestingly, these zones were previously identified as

having the least accurate predictions in the studies reported

in AutoCFD3 [2].

A more thorough discussion about the flow configuration

at different yaw angles and the compressibility effects will be

included in the final version of the manuscript.

(a)

(b)

Figure 3: Instantaneous flow field representation using Q∗ =

700 for the case at δ = 2.5◦ when running under incompress-

ible conditions (a) and at M0 = 0.2 (b)
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INTRODUCTION

A wind gust is a short-term but strong phenomenon nat-

urally appearing in the atmospheric boundary layer, which

can lead to severe damages of civil engineering constructions.

This is especially the case for modern lightweight membranous

structures such as tents or large-span roofs. Therefore, there

is the need to study the fluid-structure interaction of such

buildings preferably in a wind tunnel under controlled con-

ditions. However, generating wind gusts in an experimental

setup is not a trivial task. Recently, Wood et al. [1] developed

a new wind gust generator denoted the ”Paddle”. The work-

ing principle relies on the partial blocking of the outlet of the

wind tunnel nozzle by a plate that vertically moves into the

free-stream. This device leads to a rising velocity of the jet

leaving the nozzle. The kinematics of the paddle determines

the characteristics of the horizontal gust. In order to get a

deeper insight into the paddle-flow interaction and the arising

flow field, large-eddy simulations (LES) of the process were

carried out. The predicted results were analyzed in detail and

compared with the available experimental measurement data.

COMPUTATIONAL FRAMEWORK AND SETUP

The motion of the paddle is described as a moving bound-

ary employing the immersed boundary method with a direct

forcing approach [2]. The presence of the immersed bound-

ary is incorporated into the Navier-Stokes equations for an

incompressible fluid by adding a forcing term to the right-

hand side which represents the influence of the solid object on

the surrounding fluid. The immersed boundary is described

by Lagrangian points. In the direct forcing scheme proposed

by Uhlmann [2], the force term is evaluated at the Lagrangian

force points. To couple the fluid and the solid phases, cer-

tain quantities have to be transferred between the Eulerian

and the Lagrangian frames of reference. For this purpose, a

bounded continuous approximation of the Dirac delta func-

tion is employed as introduced by Peskin [3]. The discrete

analogues of the basic properties of the Dirac delta function

ensure the integral conservation of the force and moment lead-

ing to smooth flow fields without any pressure disturbances.

A uniform and a non-uniform distribution of the Lagrangian

markers were investigated on a non-uniform Eulerian grid by

applying modified window functions according to Pinelli et

al. [4]. The latter was found to be significantly more efficient.

The turbulent flow is predicted by the LES technique using

the finite-volume solver FASTEST-3D [5, 6]. The discretiza-

tion is based on a curvilinear, block-structured grid with a

collocated variable arrangement. However, for the present

configuration solely Cartesian grids are applied. The fil-

tered Navier-Stokes equations are solved by a semi-implicit

predictor-corrector scheme. This projection method com-

bined with standard discretization methods (mid-point rule

and blended central scheme, 3% upwind) leads to a solver

of second-order accuracy in time and space. The standard

Smagorinsky model (Cs = 0.1) with Van-Driest damping near

solid walls is applied.

To set up a numerical counterpart of the experimental wind

gust generator [1], the wind tunnel geometry is represented by

a long rectangular duct with the same cross-section as the out-

let of the nozzle of the wind tunnel (0.375 m × 0.5 m). The

flow leaving the nozzle enters a large cuboid room (2 m ×

4.375 m × 4.5 m in which the ground plate and the moving

paddle are installed. A uniform horizontal velocity is defined

at the inlet patch. The flow and especially the boundary layers

at the walls develop within the duct achieving a free-stream

velocity of u∞ = 5.14 m/s at its outlet. No-slip and imper-

meability boundary conditions are applied on the walls of the

duct, the far-field walls and the ground plate. A convective

boundary condition is defined at the outlet.

The Eulerian grid is a block-structured Cartesian grid con-

sisting of 36.6 ×106 control volumes. The geometric block-

structure consisting of 10 blocks is split up into a parallel

block-structure with 340 blocks leading to an optimal load

balancing efficiency. Grid refinement near relevant rigid walls

(i.e., duct walls and ground plate) is essential to capture the

significant viscous effects leading to the formation of thin

boundary layers. The maximum first cell size is chosen within

the viscous sublayer in order to fulfill the recommendations

for wall-resolved LES.

The geometry of the thin moving paddle (thickness

3 ×10−3 m) is simplified by a parallelepiped of right angles.

Two distributions of the Lagrangian markers are used for the

description of the paddle. A uniform distribution leads to

about 6.7 million markers, since the spacing between the La-

grangian markers is defined according to the minimum local

Eulerian grid spacing. Alternatively, a one-dimensional non-

uniform distribution in spanwise direction allows to reduce the

number to about 0.76 million. A smooth analytical function

is fitted to the vertical velocity curve describing the paddle

motion in the experiment. This paddle motion pattern imi-

tates the standard 1-cosine symmetric gust shape defined in

the IEC-Standard (2002). To mimic the undershooting of the
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streamwise velocity below the free-stream velocity observed

at the nozzle’s outlet in the experiment during and after the

paddle encounter, a time-dependent inlet boundary condition

is defined.

SOME FIRST RESULTS

Here only a first insight into the dynamic flow field during

and after the gust generation can be given. For this purpose,

Fig. 1 depicts an isometric view on the setup and the arising

flow based on iso-surfaces of the streamwise velocity (u/u∞

= 1.38) at four different characteristic instants in time. At

instant 1, the paddle is still at is idle position (not depicted

here). At instant 2, the flow starts to deviate from its origi-

nal stream as the paddle blocks 15.8% of the nozzle’s outlet.

This causes the streamwise velocity to accelerate and the ver-

tical velocity to build up negative values below the paddle. A

strong vortical structure with a pressure minimum in its center

starts to form at the backside of the paddle. At instant 3 (not

depicted here), the paddle continues its downstroke leading to

a higher streamwise velocity extending to the ground plate.

Furthermore, the size of the strong vortex originating from

the bottom edge of the paddle increases. At instant 4 shown

in Fig. 1, the paddle arrives at its maximum blocking ratio

of 38.3%. In the remaining outlet region above the ground

plate high streamwise velocities are observed characterizing

the resulting strong horizontal gust. At instant 5, the paddle

starts traveling back to its idle position and the large vortical

structure hits the ground plate. At this instant the strength of

the generated gust already decreases again resulting in highly

transient velocity fields due to the shear layer developing at

the bottom edge of the paddle. At instant 6, the paddle leaves

the nozzle’s outlet and the process of flow recovery to the ini-

tial state starts. More details of the flow field will be provided

in the paper.

Figure 1: An isometric view of the generated gust at in-

stant 2 (15.8% blocking ratio, instant 4 (max. blocking ratio

of 38.3%), instant 5 (22.0 % blocking ratio), and instant 6

(paddle just left the nozzle’s outlet). All planes depict the

streamwise velocity and the gust structure is highlighted by

iso-surfaces of u/u∞ = 1.38.

In the following a comparison between the predicted data

and the laser Doppler anemometer measurements by Wood et

al. [1] is presented based on the streamwise velocity at seven

streamwise positions (see Fig. 2). These are located in the re-

gion in which a wind tunnel model is typically placed in. Since

the flow generated by the paddle’s motion is dependent on the

state of the flow at which the paddle is entering the nozzle’s

outlet, an ensemble averaging of the data is carried out. The

numerical results are based on 10 initial conditions, whereas in

the experiment the ensemble-averaged data are determined us-

ing 25 realizations. The time history at a single point possesses

a bell-shaped pattern which is consistent with the displace-

ment curve of the paddle. According to the mass conservation

principle, the flow beneath the paddle is forced to accelerate

when the paddle starts to block the nozzle’s outlet. The flow

acceleration continues until the maximum displacement of the

paddle is reached. When the paddle starts traveling back to its

idle position, the streamwise velocity decelerates. Obviously,

it even drops below the free-stream velocity which is attributed

to the paddle acting as a bluff body blocking the fluid flow and

thus causing high pressure losses. Later on, the free-stream

velocity is recovered. The numerical results are found to be in

reasonable agreement with the experimental data, taking the

difference in the ensemble averaging into account. For the first

three locations, the streamwise velocity curves closely agree

with the measurements. Moreover, both results consistently

illustrate the increase in the maximum streamwise velocity

along the downstream direction. At the last three locations,

the streamwise velocity exhibits a chaotic and turbulent char-

acter at the descending slope. These velocity fluctuations are

attributed to the free shear layer and the vortices shed from

the bottom edge of the paddle. Increasing the number of real-

izations for the ensemble averaging reduces this phenomenon

as visible in the experimental data. Further discussions of the

results will be provided in the paper.

Figure 2: Comparison between the ensemble-averaged exper-

imental streamwise velocity u/u∞ (black) [1] and the numer-

ical predictions (red) at seven points.
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INTRODUCTION

Gas turbine aerodynamics represent a salient and con-

temporary engineering challenge. One of the most notable

problems associated with the operation of gas turbine vanes

at high speed is the potential for the flow to reach tran-

sonic regimes, thereby introducing many intricate aerody-

namic phenomena, including boundary layer separation and

Shock-wave/Boundary-Layer Interactions (SBLIs). In ad-

dressing these issues, Direct Numerical Simulations (DNS) are

recognized as the most accurate approach; however, they often

prove unfeasible in practical scenarios due to their computa-

tional demands. As a promising alternative, Large Eddy Sim-

ulation (LES) has emerged, surpassing conventional Reynolds

Averaged Navier-Stokes (RANS) strategies by directly resolv-

ing the dynamics of energy-dominant, flow-dependent large

eddies on the computational grid, as opposed to modeling

them [1]. Nonetheless, the computational requirements of

Wall-Resolved LES (WRLES), primarily driven by the neces-

sity for high-resolution near solid boundaries, still render it

unsuitable for real-world operating conditions. This is because

the number of grid points required for a WRLES arrangement

scales approximatively with the second power of the Reynolds

number, making computation infeasible on standard archi-

tectures. Consequently, various approaches seeking to merge

the LES framework with RANS methods have emerged in re-

cent years. Among these, the Wall-Modelled LES (WMLES)

approach has obtained significant attention. The method com-

bines conventional LES techniques for resolving the most sig-

nificant flow structures with a wall-stress/heat-flux model to

address near-wall dynamics, demonstrating superior accuracy

compared to other hybrid/zonal numerical discretizations [2].

In addition to these challenges, efficiently handling the com-

plex geometries inherent to gas turbine technologies and com-

bining complex geometries with highly efficient and massive

parallel solvers presents another significant computational ob-

stacle. The Immersed Boundary Method (IBM) has emerged

as a promising strategy in this path. IBM, in fact, allows the

body surface to intersect computational cells, enabling the use

of a Cartesian mesh, regardless of geometric complexity; thus,

making the solver structure prone to scale over thousands of

computational units. However, IBM faces difficulty accurately

resolving near-wall regions due to local mismatches between

the mesh and the physical body. Our receipt is to provide

a robust combination of WMLES, a method designed to set

the first off-the-wall point as far as possible from the body

surface, with the IBM strategy. This integrated approach pro-

vides an efficient computational framework for tackling the

challenging conditions of high Reynolds/high-Mach number

flows. Moreover, the overall framework seamlessly integrates

with contemporary Graphics Processing Units (GPUs) archi-

tectures, offering simulation cost advantages and enhanced

system physics description.

In light of these challenges, the present study applies

such an innovative IBM+WMLES technique in analyzing the

aerothermodynamics of a gas turbine vane. To the best of our

knowledge, no prior research in this direction has been docu-

mented in the literature, marking this as a pioneering effort

to elucidate the intricate physics of these systems. In particu-

lar, the present research aims at reproducing numerically the

well-established experimental activity of a transonic turbine

vane by Arts et al. [3]. Following a detailed comparison be-

tween the experimental and numerical arrangements, the full

potential of the proposed method will be harnessed by exam-

ining the time-dependent behavior of the system. This critical

phase of the study will shed light on the dynamic aspects of

gas turbine aerothermodynamics, providing insights that are

challenging to explore with standard CFD approaches, thus

offering an alternative to overcome the limitations often as-

sociated with conventional RANS in capturing the intricate

transient behaviors inherent to gas turbine systems.

GOVERNING EQUATION AND NUMERICAL METHODS

The present study is carried out with URANOS (Unsteady

Robust All-around Navier-Stokes Solver), a well-established

fully compressible Navier-Stokes solver developed at the In-

dustrial Engineering Department of the University of Padova

[4]. The solver deals with the filtered Navier-Stokes system

of equations in a conservative formulation which, introducing

both the Reynolds (φ = φ̄ + φ′) and Favre (φ = φ̃ + φ′′, φ̃ =

ρφ/ρ̄) decompositions, reads as:

∂ρ̄

∂t
= −

∂ρ̄ũj

∂xj
(1a)

∂ρ̄ũi

∂t
+

∂ρ̄ũiũj

∂xj
= −

∂p̄iδij

∂xj
+

∂τ̄ij

∂xj
−

∂TSGS
ij

∂xj
(1b)

∂ρ̄Ẽ

∂t
+

∂ρ̄ũjẼ

∂xj
= −

∂p̄ũj

∂xj
+

∂ũj τ̄ij

∂xj
−

∂J̄j

∂xj
−

∂ESGS
j

∂xj
(1c)

The SubGrid-Scale (SGS) terms are modelled via the canoni-

cal Boussinesq’s hypothesis evaluating the turbulent viscosity,
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µSGS through the Wall-Adaptive Large-Eddy (WALE) viscos-

ity model [5]. As far as the wall model, the one proposed by

Kawai t al. [2] is employed so that the wall shear-stress value,

τw,wm, and the wall heat flux, qw,wm, are fed as boundary

conditions for the external flow according to the procedure

reported by De Vanna et al. [6] is used.

RESULTS

Figure 1 showcases a specific flow instance obtained

through the proposed IBM+WMLES approach. This analysis

is centered on modeling the three-dimensional behavior of a

Mach 2.91 high-angle-turning supersonic boundary layer over

a compression ramp replicating the available DNS database,

as documented by Priebe and Mart́ın [7]. To tackle the inher-

ent complexity of this high-Reynolds and high-Mach flow, a

non-uniform Cartesian grid is employed, thus exploiting high-

order numerical methods over the computational power offered

by several GPUs. In particular, the ramp is treated as an

immersed body, and the near-wall dynamics are addressed

through the wall-modeling approach. Notably, the immersed

boundary block within this framework plays a pivotal role

by driving all velocity components to zero, ensuring the de-

sired wall temperature, and accurately enforcing the wall shear

stress and heat flux. This thorough analysis unveils a note-

worthy outcome: the proposed IBM+WMLES method excels

in accurately representing the intricate, time-dependent, and

non-linear dynamics of SBLIs, a fundamental attribute for a

numerical method intended to faithfully capture the complex-

ities of high-Reynolds and high-Mach flows, such as those in

gas turbine applications.

0.0 0.4 0.8 1.2 1.6 2.0 2.4 > 2.8
Mach

Figure 1: Instantaneous Schlieren density and Q-criterion con-

tours for a supersonic ramp.

Figure 2 provides an insightful visualization of the ongo-

ing activities about the flow dynamics analysis of gas turbine

vane. The geometrical configuration accurately mirrors the

experimental setup by Art et al. [3]. In this arrangement,

the freestream Mach number is fixed to 0.15, while the chord

Reynolds number is set at 2.31e+5. These specific condi-

tions, coupled with the flow acceleration through the vane,

culminate in achieving a Mach number at the vane outlet that

closely approximates unity, thus giving rise to the formation

of a shockwaves trains over the vane trailing edge. Again, a

non-uniform Cartesian grid is adopted that clusters grid points

around the blade region. This approach enables the utiliza-

tion of advanced high-order hybrid-central/shock-capturing

numerical schemes, striking a balance between computational

efficiency and numerical precision. Notably, these methods

significantly reduce numerical diffusivity, facilitating a com-

prehensive exploration of shock physics and their interaction

with diffusive phenomena. Additionally, our fully explicit nu-

merical framework is highly compatible with GPU computing

architectures, unlocking a vast array of opportunities for ad-

vancing gas turbine technology. This includes the integration

of optimization strategies informed by LES databases, usher-

ing in new horizons for gas turbine design.

Figure 2: Instantaneous freestream-scaled velocity contours

for a transonic the gas turbine vane by Art et al. [3]

Further details will be shared during the conference presen-

tation and in the final paper.
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Kampé de Feriet, F-59000 Lille, France
marcello.meldi@ensam.eu

INTRODUCTION

The development of reliable, efficient, and cost-effective

numerical tools for the accurate prediction of multi-physics

problems is a timely key challenge in Computational Fluid

Dynamics (CFD). In fact, the development of predictive tools

to investigate flow configurations including several complex

aspects (turbulence, compressibility effects, fluid-structure in-

teraction, transport of active and passive scalars) must take

into account requirements exhibiting goal rivalry. Future

paradigms in the numerical development of flow solvers strive

for increased accuracy of the predictive computational strate-

gies while reducing the computational resources required.

Therefore, efficient numerical modeling in fluid mechanics is

essential for progress in fundamental studies as well as in-

dustrial applications. Among the flow problems previously

introduced, the accurate numerical representation of near-wall

flow features for bodies immersed in turbulent flows needs

key advancement. The prediction of numerous flow features

of unstationary flows, such as aerodynamic forces, is driven

by the precise representation of localized near-wall dynam-

ics. This aspect is particularly relevant and, at the same

time, challenging for the flow prediction around complex ge-

ometries. In this case, classical body-fitted approaches may

have to deal with high deformation of the mesh elements,

possibly leading to poor numerical prediction. Additionally,

the simulation of moving bodies may require prohibitively ex-

pensive mesh updates. In the last decades, several numerical

strategies have been proposed to handle these two problem-

atic aspects. Among these proposals, the Immersed Boundary

Method (IBM) [1] has emerged as one of the most popular ap-

proaches. State-of-the-art IBM methods can account for body

movement and deformation with reduced computational cost.

However, the complete resolution of near-wall features, in par-

ticular for high Reynolds regimes, is a challenging issue. In

fact, owing to the regularity of the grid and the difficulties in

applying arbitrary local directional stretching, a larger num-

ber of mesh elements is usually required in IBM to obtain

similar accuracy of body-fitted tools [2].

In the present work, a physics informed data-driven strat-

egy based on Data Assimilation [3, 4] and Machine Learning

[5] is proposed to improve the accuracy of a classical IBM,

namely the penalization model [6]. More precisely, an Ensem-

ble Kalman Filter (EnKF) [4] is used to infer an optimized

parametric description of the IBM penalization model, using

available physical information. The results obtained with this

data-driven procedure are then used to feed a Random Forest

algorithm [7], which produces a black-box IBM model, which

is then integrated into the numerical CFD solver. DA and ML

tools exhibit complementary features. On the one hand, DA

approaches can produce large amounts of data needed to train

the ML tools, which may be difficult to obtain, particularly in

realistic applications. On the other hand, ML strategies can

infer the functional behavior of models, which is a task often

too expensive for DA based approaches. The analysis is per-

formed for the turbulent flow in a plane channel, Re ≈ 550,

for which results from a Direct Numerical Simulation (DNS)

[8] are available to the research team.

METHODOLOGY

The EnKF strategy relies on the combination of two sources

of information:

• The model, which provides a quasi-continuous represen-

tation of the physical phenomena at play. In this case,

an ensemble of Ne = 40 coarse-grained DNS runs are

performed using the open-source code OpenFOAM.

• The observation, which represents available data that

can be sparse in space and time. In this analysis, syn-

thetic sensors are generated at the wall to enforce a

non-slip condition at the wall (see Figure 1).

Figure 1: Test case of investigation and synthetic sensors po-

sitioned at the wall.
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The DA algorithm relies on a forecast step, where the solu-

tion is advanced in time via the model, and an analysis step,

where model prediction and observation are combined to ob-

tain an augmented prediction. This prediction is used to infer

the coefficients of the tensor D which controls the IBM volume

forcing integrated into the Navier–Stokes equations:

fP =

{
0 if x ∈ Ωf

−νD (u− uib) if x ∈ (Σb ∪ Ωb)
(1)

where uib is the target wall velocity, Σb is the fluid-solid

interface region and Ωf and Ωb are the fluid and solid re-

gions, respectively. The value of the volume forcing fP and

the predicted velocity field u are then used as input-output

information to train the black box IBM model.

The DA and ML operations are sequentially performed on

the fly thanks to the C++ platform Coupling OpenFOAM

with Numerical EnvironmentS (CONES) [9], which is able to

connect the numerical simulations with the DA and ML codes

without the need to stop the numerical simulations. This is an

important advantage in particular in the case of numerous DA

analysis phases and ML training, because the time required

to start/end the simulation may be significantly larger than

the time advancement of the CFD solution between two data-

driven steps.

RESULTS

First, the results obtained via DA applications are pre-

sented in Figure 2. In particular, the compensated time-

averaged streamwise velocity ⟨U⟩+ = ⟨ux⟩/uτ is shown. Here

x is the streamwise direction, and uτ is the streamwise ve-

locity. One can see that the dark-grey line corresponding to

the DA prediction almost superposes with the red line of the

reference high-fidelity DNS. On the other hand, all the other

results, which are obtained using different classical IBM, in-

cluding the penalization method, do not provide an accurate

prediction of the flow. The discrepancies observed are mainly

due to a poor prediction of uτ (see Table 1), which is strictly

connected to the accurate representation of the wall shear

stress. One interesting result is that the DA-optimized penal-

ization method obtains a good approximation of the no-slip

condition for the velocity at the wall, which is not obtained

by the classical penalization IBM (grey dotted line).
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Figure 2: Mean streamwise velocity. Red: reference DNS.

Continuous dark-grey: DA solution (state estimation + IBM

optimization). Others: classical IBM approaches.

The field prediction generated by the DA algorithm is used

on the fly to train a Random Forest Regression tool which, in-

tegrated into the CFD calculation algorithm, is able to make

satisfactory predictions up to second-order statistics based on

the instantaneous flow information. The results shown in Fig-

ure 3 indicate that the ML model trained with the IBM model

obtained with DA is able to obtain a very similar prediction

of the flow field when used with the same grid and for the

same Reτ of the DA investigation. Undergoing analyses by

the team, which will be presented at the conference, aim to

assess the predictive performance of the DA-ML IBM model

outside of the training conditions, i.e., using different meshes

and considering different values for Reτ .
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Figure 3: Mean streamwise velocity. Red: reference DNS.

Dark-grey: DA solution (IBM optimization). Dashed-dotted

blue: Random Forest ML model. Others: classical IBM ap-

proaches.

Overall, as shown in Table 1, both data-driven procedures

are capable of better predicting the flow by reducing the num-

ber of computational resources C.C required (the reported

results are adimensionalized with respect to C.C from the pe-

nalization IBM).

Case calculated Reτ C.C⋆

Reference DNS 536 ≈ 12k

DA solution 545 830.9

Random Forest IBM 577 5.7

IBM - Penalization 419 1

Table 1: Summary of computational resources required for

test cases considered.
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INTRODUCTION

This study presents an assessment of a feedback-forcing

immersed boundary method (IBM) in the framework of a spec-

tral element flow solver. No-slip and no-penetration boundary

conditions for the velocity field are enforced by the action of

a volume force field which is specified inside the immersed ob-

ject. The resulting volume force distribution is discontinuous

across the fluid–solid interface, leading to challenges when the

method is coupled with a spectral discretization. The discon-

tinuity is often eliminated by using a smooth kernel function

to distribute the forcing field across the fluid–solid interface

[1, 5]. Nevertheless, several works in the literature avoid such a

remedy and report reliable estimation of mean flow quantities

in complex flow problems, e.g. [4, 6, 7].

In the present study, the results based on such an IBM

formulation are assessed through the comparison with a body-

conforming mesh. The flow under investigation is a fully-

developed turbulent channel flow over random surface rough-

ness at friction Reynolds number Reτ = 240 (as in [2]). The

used surface topography taken from [3] is shown in Figure 1.

Figure 1: Surface scan from [3]. The reference point for

the roughness height h is placed at the mean location of the

surface topography.

METHOD

The flow is governed by the incompressible Navier–Stokes

equations which, in non-dimensional form, read:

∂ui

∂xi
= 0, (1)

∂ui

∂t
+ uj

∂ui

∂xj
= −

∂p

∂xi
+

1

Re

∂2ui

∂xj∂xj
+ fi. (2)

In the equations, indices i, j = 1, 2, 3 and summation

is implied over repeated indices. The action of the im-

mersed boundary is introduced in the momentum equation

(2) through the volume force field fi. Evidently, for body-

conforming cases, fi = 0, i = 1, 2, 3.

Following the work of [1], the volume force field used to

model no-slip boundary conditions for the velocity field on

the stationary rough wall surfaces of the channel is

fi = −α

∫ t

0

uidt
′ − βui, i = 1, 2, 3. (3)

The volume force defined in equation (3) can be interpreted

as a closed-loop control system with an integral and a propor-

tional term. Here the feedback-error for the local forcing is

defined as the difference between the target boundary veloc-

ity (zero for fixed walls) and the local fluid velocity.

Differently from the method discussed by [1], in the present

work, the volume force field acts at every grid location inside

the solid walls of the channel. This scenario is depicted in

the sketch of Figure 2, where the boundary surface is drawn

as a continuous red line and all grid-points of the solid region

are marked with thick black symbols. In the literature (e.g.

in [4]) this approach is chosen for its simplicity: (a) it does

not require Lagrangian surface marker points and, therefore,

no interpolation of forces onto the Eulerian grid and (b) no

smoothing kernel is used for the discontinuities in the force

field.

SIMULATION

The mean channel half-height δ is chosen as characteristic

length. For the IBM simulation, the height of the compu-

tational box equal to L2 = 2.33δ to fully accommodate the

surface topography such that the average net channel height

is 2δ. In consequence, the mean height of the bottom rough

wall is located at x2 = 0, whereas the top one is located at
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Figure 2: Representation of the virtual surface by GLL points

of the spectral element method at the location z/δ = 0.8.

x2 = 2δ. A schematic visualization of the simulation setup is

depicted in Figure 3.
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Figure 3: Schematic setup of IBM simulation.

Note that the body-conforming computational mesh is ob-

tained by deforming the spectral elements of the computa-

tional box of a channel with plane walls in the x2-direction.

This procedure is a standard functionality offered by the spec-

tral element code Nek5000 [8].

RESULTS

Wall-normal profiles of mean velocity and single point cor-

relations of velocity fluctuations (i.e. Reynolds stresses) often

represent the essential data that a DNS should be able to

provide accurately. One part of this analysis are the mean ve-

locity profiles as shown in Figure 4. A good agreement is seen

between the two cases, especially towards the channel center-

line. In the inner and buffer regions the IBM mean velocity

profile deviates slightly from the body-conforming one.

100 101 102

x2 +

0
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u
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Body-conforming mesh, Re = 240
IBM, Re = 241
Smooth wall, Re = 180
Smooth wall log-law

Figure 4: Comparison of ⟨u+
1 ⟩ for Reτ = 240.

In contrast, local quantities near the immersed surface, are,

as expected, affected by oscillations caused by the spectral

representation of discontinuities across the solid-fluid inter-

face. We compare local (time-averaged) velocity profiles, the
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Figure 5: Time-averaged pressure distribution at Reτ = 240

in comparison to results with body-conforming mesh. Contour

lines represent the local height of the geometry.

pressure distribution and the shear stress acting locally on the

wall. One example is the local pressure distribution p+
wall

(in

viscous units). A representative close-up of the rough surface

is chosen for visualization in Figure 5. It can be seen that

the magnitude and the location of local extrema in the dis-

tribution of p+
wall

agree between both cases. However, the

IBM case exhibits oscillations on a smaller scale around the

pressure distribution of p+
wall

that are not observed in the

body-conforming mesh case and, clearly, are non-physical.

CONCLUSION

The study shows that accurate predictions of global flow

properties seem not to be affected by the unavoidable oscil-

lations associated with the representation of a discontinuous

force field within a spectral framework. All deviations from

the body-conforming mesh case for the global time-averaged

drag and velocity are on the order of less than 1%.

In contrast, the evaluation of local quantities at the fluid-

solid interface remains challenging or not possible at all. In

particular, significant discrepancies are observed for the near-

wall velocity gradients and local stresses acting on the wall.

This observation marks an important limitation of the appli-

cability of feedback-forcing IBM in spectral solvers.
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INTRODUCTION

Particle-laden flows are present in many important natural

and industrial processes, such as environmental transport, ma-

terial science and many other fields. These flows are governed

by the complex interaction between fluid and particle motion.

Optimizing designs and process efficiency and upscale indus-

trial facilities, like fluidised beds, is many times limited by

the lack of accurate predictive models. Currently, the avail-

able reduced order models are still not precise enough. To

tackle the difficulties imposed by such intricate and complex

fluid-particle problems by numerical simulation, the Immersed

Boundary Method (IBM) is often the method of choice be-

cause of its high-computational efficiency and the capacity of

handling arbitrary shaped bodies.

METHODOLOGY

We solve the Navier-Stokes equation for an incompressible

flow around a particle of arbitrary shape whose motion is gov-

erned by the Newton-Euler equations. For the flow solver we

use second-order finite differences on a staggered grid and a 3-

stage Runge-Kutta scheme, in which linear terms are treated

implicitly and non-linear terms are treated explicitly. The

presence of the particle is modeled with an IBM originally

proposed by Uhlmann [8], later modified by Garćıa-Villalba

et al. [2] to handle neutrally-buoyant and moderately light

particles, and now extended for non-spherical particles (of ar-

bitrary shape). We maintain the advantages presented in [2],

for example the extra effort of forcing throughout the volume

of the particle is compensated because the same distribution

of markers is used to compute volume integrals and apply the

direct forcing term. Recall that forcing in the interior of the

particle has shown to be superior compared to only forcing on

the surface of the particle [5, 6].

The modifications of the algorithm can be summarized

in: i) tracking the rotation of the particle by means of a

quaternion-based formulation and ii) solving the angular mo-

mentum equation of the particle in a body-fixed reference

frame [5]. One of the main advantages of the new algorithm

compared to existing methods is its simplicity, namely, the

new formulation uses no extra term needed for the possible

non-overlapping of the center of gravity of the particle and its

surface shell [7]. We also need to generate uniform distribution

of Lagrangian markers inside the volume of non-spherical par-

ticles. For that purpose we generate a 3D Voronöı tessellation

and iterate their coordinates using Lloyd’s algorithm until a

y

x
z

∆U/2

∆U/2

(a)

z

y
x

g

u(x, y, 0) = Uez

(b)

Figure 1: Sketch of a) the Jeffery orbit problem and b)

the settling particle in the steady-oblique regime.

uniform distribution is obtained [5].

VALIDATION

In this section we present preliminary results of the ongo-

ing validation process of the proposed algorithm. For both

presented cases, there is an incompressible Newtonian fluid

with a constant density, ρf , a kinematic viscosity, ν. Further-

more, in both shown cases the aspect ratio of the ellipsoid is

χ = d/a, where d is the equatorial diameter and a is the sym-

metry axis length. Last but not least, Deq corresponds to the

equivalent diameter and describes the diameter of a sphere,

which occupies the same volume as the arbitrary shaped body

itself.

Motion of a spheroid in shear flow

We analyse the motion of a neutrally-buoyant prolate

spheroid in the well-known Jeffery orbit configuration [4], as

shown figure (1a). The domain used is a cube of side-length

L = 6.4Deq and we use a resolution of Deq/∆x = 20, which

results in a grid size of 128
3
. The aspect ratio of the prolate
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is set to χ = 0.5. We impose the velocity at the bottom and

top walls, so that the shear Reynolds number is

Reγ̇ =
γ̇D2

eq

ν
= 6.4 (1)

and periodicity in the streamwise and lateral directions (x and

z). We initialize the flow with the velocity profile that would

take place in the absence of the particle. Please note that the

prolate is free to translate and rotate. When the symmetry

axis of the spheroid is contained in a plane parallel to stream-

wise and vertical direction the kinematic of the spheroid are

unique defined by the angle, φ, and its time derivative, φ̇. Ex-

act solutions of this case, when the Reynolds number is zero,

were derived by [4] and can also be found in [3]. The resulting

motion is periodic with period, T γ̇ = 2π (χ+ 1/χ), and the

motion is given by:

φ = arctan

(

1

χ
tan

(

γ̇t

χ+
1

χ

))

(2)

φ̇ =
γ̇

1 + χ2

(
χ
2
sin

2
φ+ cos

2
φ
)

(3)

The obtained results are in agreement with the solution pre-

sented in figure (2):

Settling of an oblate spheroid in ambient fluid

Let us now analyse the settling of a single oblate in an

unbounded domain. We consider a spheroid of aspect ratio

χ = 1.5 and density ratio ρ̃ = 2.14, at a Galileo number Ga =

UgDeq/ν = 152, where Ug =
√

|ρ̃− 1|gDeq is a gravitation-

ally scaled velocity. For this combination of (χ, ρ̃, Ga) the re-

sultant regime is called steady-oblique. [5] The computational

domain is a cuboid with side lengths Lx = Ly = 5.34Deq and

Lz = 16Deq with a resolution of Deq/∆x = 24, similar to the

cases presented in [5] (see Figure 1b). At the bottom bound-

ary we impose a vertical velocity u(x, y, 0) = Uez , where U is

an estimate of the settling velocity of the particle. An advec-

tive boundary condition is imposed at the top of the domain

to extract flow structures minimizing the impact of any reflec-

tions of the boundary on the solution. In addition, periodicity

is imposed in the lateral directions (x and y). We compare

our results with the reference data from [5] generated with a

highly accurate Spectral Element Method [1]. The obtained

particle Reynolds number is Rep = |up|Deq/ν = 165.9 and

deviates with an error of 2.4%. The same error is found for

the vertical particle velocity and slightly higher for the hori-

zontal component, please note that the horizontal component

is an order of magnitude smaller than the vertical one. Next,

we can compare the tilting angle, φ, between the symmetry

axis of the particle and the vertical axis, where φ = 5.683◦

and the obtained error is 6.8%, which is in comparison to [5,

table7, page15] a noticeable improvement. Finally, the tra-

jectory angle, α, where the error is 4.8% and the trajectory

angle itself is α = 4.03◦. In conclusion, the new methodol-

ogy captures the steady oblique regime satisfactorily. At the

time of writing we are running additional test cases. In the

talk we will show these and additional cases from the ongoing

validation process.

Figure 2: Time history of φ̇ obtained in this work and

exact solution for Stokes regime [3]
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INTRODUCTION

The fundamental goals of an effective Large-Eddy Simu-

lation (LES) include approximating the exact residual-stress

for the chosen filter and preventing numerical instability.

Despite the historical adoption of conventional models like

the Smagorinsky model, they often exhibit excessive dissipa-

tion and poor correlation with exact residual-stresses. LES

methodology significantly advanced with the introduction of

the Approximate Deconvolution Model (ADM)[1], which con-

siders residual-stress approximation and stabilization indepen-

dently.

A derivative of the ADM, based on Eulerian time-domain

filtering, was first introduced by Pruett et al. [2]. Termed the

temporal approximate deconvolution model (TADM), this laid

the foundation for Temporal LES (TLES). As Pruett stated

in 2008, temporal filtering in the context of LES has not re-

ceived the expected attention, even though he showed that

none of the offered concerns such as Galilean invariance or the

requirement of the time-filter being causal are significant.[3]

Just recently, Corrêa et al.[4] have shown that TADM can lead

to better results than conventional LES in simulations of a lid-

driven cavity. Furthermore, TLES bridges the gap between

DNS and RANS by accommodating an internally consistent

spectrum of approaches within computational fluid dynamics.

We propose a new TLES model, termed the Temporal Di-

rect Deconvolution Model (TDDM). It is based on the same

causal filter kernel as used for TADM, but the non-filtered

fields are recovered using the differential form of the expo-

nential filter rather than a truncated series expansion of the

inverse filter operator. Another major difference is that the

temporal residual-stress is closed by an additional ODE, which

is analytically derived. This allows for a direct recovery of the

deconvolved fields, provided that all relevant length and time

scales are sufficiently resolved.

GOVERNING EQUATIONS

The equation for the Eulerian temporal filtering operator

reads

f̄(t;T ) =
1

T

t∫

−∞

exp

(
t′ − t

T

)
f(t′)dt′, (1)

where T is the filter width, f(t) a function dependent on time,

and the overbar denotes a filtered quantity. The integral of

the filter contains an exponential function, referred to as the

“kernel”. The selection of an exponential kernel is beneficial,

as it leads to an equivalent differential form of the filter given

by Leibniz’s rule as

d

dt
f̄(t;T ) =

f(t)− f̄(t;T )

T
. (2)

This linear ODE is pivotal to the closure of the residual-stress

model, which will be discussed later. Applying temporal filter-

ing to the incompressible Navier-Stokes (NS) equations results

in
∂ūi

∂t
+

∂ūiūj

∂xj
= −

1

ρ

∂p̄

∂xi
+ ν

∂2ūi

∂xj∂xj
−

∂τij

∂xj
. (3)

The temporal residual-stress tensor τij is defined as

τij = uiuj − ūiūj . (4)

The system is closed using the exact deconvolution, which is

based on the rearrangement of Eq. (2) to describe the non-

filtered quantity f as a function of the filtered quantity f̄ and

its derivative with respect to time

f = f̄ + T
df̄

dt
. (5)

By applying the differential filter operation to the velocity

product uiuj and subsequently rearranging, we get the closure

equation. Note that this results in an ordinary differential

equation that only involves t as the independent variable, i.e.,

∂τij

∂t
= −

τij

T
+ T

∂ūi

∂t

∂ūj

∂t
. (6)

Equation (6) provides an analytical closure to the governing

system by defining the temporal evolution of the temporal

residual-stress tensor. As such, the TDDM mirrors DNS when

no regularization term is employed, with the sole difference

being that filtered equations are solved instead.

The TDDM solution algorithm is such that first the time

derivative of the filtered velocity is computed by solving the

temporally filtered NS equations. Afterwards the temporal

residual-stress τij is computed, which will then be used in the

momentum equation of the next time step. Initially the stress

is set to zero, and the filtered and unfiltered velocities are

identical.
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SUMMARY OF THE MAIN FINDINGS

For a first proof of concept, the TDDM was implemented

in the spectral element code Nek5000 [5] to simulate two

canonical incompressible flows as three test cases: an a priori

test case of Homogeneous Isotropic Turbulence (HIT) with a

Reynolds number of Reλ = 50, a greatly coarsened a poste-

riori HIT case with Reλ = 190, and an a posteriori highly

anisotropic turbulent channel flow with Reτ = 180. De-

convolution models can be viewed as generalizations of the

scale-similarity model of Bardina[6], well-known to be insuf-

ficiently dissipative without artificial damping. Indeed, this

has been the experience for both the ADM and the TADM. In

both cases the deficiency was overcome by the introduction of

a secondary-regularization term on the right-hand side of the

momentum equation. In our preliminary iteration, we used a

regularization term based on selective frequency damping, in-

troduced by Åkervik et al.[7]. We analyzed the energy spectra,

the mean flow, the root-mean-square of the velocity fluctua-

tions, and the Reynolds stresses. The results demonstrate

a significant improvement compared to no-model solutions re-

garding the mean flow in the turbulent channel and the energy

spectrum in the HIT case, while the computational cost is re-

duced dramatically compared to direct numerical simulation.

Furthermore, it can be shown that with adequate temporal

and spatial resolution, the unfiltered fields can be fully re-

stored using Eq. (5). [8]

The underlying premise of TLES is that attenuation of

high-frequency content also attenuates high-wavenumber con-

tent. Yet, to date, the effect in wavenumber space of removing

high-frequency oscillations by time-domain filtering is not well

understood. We numerically investigated the relationship be-

tween frequency and wavenumber with particular attention to

the role of the temporal residual-stress in TLES. Since under-

resolved simulations that use high-order, non-dissipative nu-

merical methods require some measure of artificial dissipation

for stabilization the regularization term is of practical rele-

vance to under-resolved applications of TLES. Specifically, we

analyzed the effects of Eulerian time-domain filtering with

a causal exponential filter on homogeneous isotropic turbu-

lence. The data are generated by direct numerical simulation

of the Navier-Stokes equations, which are driven to maintain

an average Reynolds number (Reλ) of 200. A priori, Fourier

transformations of the velocity fields were performed in order

to compute the unfiltered and filtered energy and dissipation

spectra in both wavenumber space and wavenumber-frequency

space. Furthermore, the amount of unresolved dissipation

of an insufficiently resolved simulation was approximated in

an attempt to estimate the required additional artificial dis-

sipation. The results indicate that the numerically motivated

stabilization term can be reduced due to temporal filtering, as

shown in Fig. 1. Moreover, it has been shown that a sharp

cutoff in the frequency domain does not translate into a sharp

cutoff in the wavenumber space. Thus, a hybrid model that

combines temporal filtering for the residual-stress and spatial

filtering for stabilization might be advantageous. [9]

Following up on these findings, we performed a numeri-

cal examination of two different spatial regularization terms

in conjunction with TDDM: a spatial variant of selective fre-

quency damping, functioning as a relaxation term that grad-

ually drifts the velocity towards the filtered velocity, and the

dynamic Smagorinsky model incorporating a prefactor. Fur-

thermore, the hypothesis that the temporal residual-stress
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Figure 1: Fraction of the resolved dissipation φ; this figure

illustrates how larger filter widths can resolve a larger fraction

of the total dissipation with reduced resolution.

leads to a reduction of the required artificial dissipation in

under-resolved simulations was tested. We also corroborated

earlier discoveries with a posteriori results and tested various

cases, including the Taylor-Green vortex flow with a Reynolds

number of Re = 3000, forced homogeneous isotropic turbu-

lence with Reλ = 200, turbulent channel flow at Reτ = 590,

and the flow over a periodic hill with Re = 10, 935. Addition-

ally, we also analyzed the various dissipation contributions in

TDDM, as well as their interrelations. We also discussed grid

artifacts and energy budget errors, to compare the different

models. Our results confirm the hypothesis that residual-

stress dissipation reduces the necessary artificial dissipation.

Because of the numerical ill-conditioning of deconvolution,

whether temporal or spatial, there are practical limitations

in the size of the filter width T . Due to these limitations, the

impact remains relatively minor. The a posteriori results of

the new spatial regularization term show it to be effective in

eliminating energy from the high wavenumber range.
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INTRODUCTION

It has been shown recently [1] that low-order finite

differencing schemes can easily be transformed into

high-order methods by approximate deconvolution of

the filters implied by the original low-order schemes.

The approximately inverted filter is applied to the func-

tion to be differentiated, before the low-order scheme

is applied. This can lead to an overall more accurate

method. We discuss new discretizations arrived at in

detail and apply the new schemes to a number of canon-

ical flow problems.

The inversion of the filter implied by the basic spa-

tial discretization was called Approximate Deconvolu-

tion Discretisation (ADD) and analysed in [1] using

trapezoidal, Simpson, and spectral quadratures to de-

fine the discrete form of the implied filters. It was

shown analytically and via numerical experiments that

the order of the ADD scheme is determined by the

accuracy with which the inversion of the implied filter

kernel can be realized, and not by the order of the orig-

inal scheme. This opens up new possibilities to create

schemes of an arbitrary order based on, for example,

second-order central differencing. A range of central

and asymmetric schemes can be developed. The new

high-order schemes will be tested on canonical fluid dy-

namics testcases like the double-jet and Taylor-Green

flows.

APPROXIMATE DECONVOLUTION OF INDUCED

FILTERS

Consider a general finite difference method for nu-

merically approximating the first-order partial deriva-

tive of a function u in one spatial dimension given by

δxu(xi) =
1

h

m∑

j=−n

ajui+j (1)

where we denoted ui+j = u(xi+j), i.e., the solution in

the point xi+j of the grid {xk}. For convenience we

restrict to discretization on a uniform grid with a grid

spacing h, and adopt a general stencil of m + n + 1

nodes, denoted by [−n,m].

The implied filter L can be related to the discretiza-

tion weights and expressed in terms of a series of

explicit top-hat filters [2]. It can be expressed as a

weighted average of skewed top-hat filters of width h

L(u(xi)) =

m∑

j=−n+1

bj

(
1

h

∫ xi+jh

xi+(j−1)h
u(η)dη

)

(2)

where

bj =

m∑

i=j

ai, j = −n+ 1, . . . ,m (3)

Using Lagrange interpolation in the ADD procedure

L
NL,ML

n,m [u (xi)] =
1

h

m∑

j=−n+1

bj

∫ xi+jh

xi+(j−1)h
u (η) dη

≈
1

h

m∑

j=−n+1

bj

∫ jh

(j−1)h
L (ξ) dξ

(4)

where L(η) is the Lagrange polynomial of degree dL =

NL
+ML

, with

N
L ≧ n and M

L ≧ m (5)
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The Lagrange polynomial is defined as

L (y) =

ML
∑

l=−NL

ui+lll (y) (6)

where y = x− xi, and the Lagrange basis polynomials

are

ll (y) =

∏

NL ≦ m ≦ ML

m 6= l

y − ym

yl − ym
= Q

L
l

dL∑

q=0

A
l
qy

q

(7)

where

Q
L
j =

∏

−NL ≦ m ≦ ML

m 6= j

1

yl − ym
(8)

Here, the coefficients Al
q are established by a recurrence

procedure. Finally, using Lagrange interpolation the

discrete form of the implied filtration is

L
(NL,ML

)

n,m [u (xi)] = (9)

=
1

h

m∑

j=−n+1

bj

ML
∑

l=−NL

ui+l×

×Q
L
l

dL∑

q=0

A
l
q

[(l + 1)h]q+1 − (lh)q+1

q + 1

and consequently the discrete form of the filter kernel

reads

G
(n,m),(NL,ML

)

l =

=
1

h

m∑

j=−n+1

bj

dL∑

q=0

A
j
q

[(l + 1)
q+1 − lq+1

]hq+1

q + 1

for l = −N
L
, . . . ,M

L

Figure 1 shows the differentiation errors as a func-

tion of the mesh size in case fourth-order Lagrange

interpolation is applied to a smooth function u (x) =

sin (x) + cos (x). Limiting our attention to periodic

boundary conditions, the inversion of the discretised

implied filter was performed by the Wiener procedure.

The central scheme, where NL
= ML

= 2, is com-

pared to asymmetric interpolation (NL
= 1,ML

=

3,NL
= 3,ML

= 1). It can be seen that the cen-

tral interpolation leads to a sixth-order scheme while

in the case of asymmetric interpolation, the accuracy

ε
r
m

s
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L
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=1 

Figure 1: Error of differentiation for the first deriva-

tive. The integral is calculated using the Lagrange

polynomial of degree four and a comparison is made

with central and asymmetric interpolation.

is reduced to fifth order. The asymmetric interpola-

tion could be considered as upwinding and the stability

properties of these schemes for the first and second

derivatives will be studied.

New high-order ADD schemes will be tested using

canonical flow problems such as Taylor-Green and dou-

ble jet flows. Sample results for the double jet flow are

shown in Fig. 2 where vorticity contours obtained with

ADD-spectral differentiation [1] are presented.

Figure 2: Vorticity contours in the double jet flow.
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INTRODUCTION

The LES approach has undergone over 50 years of develop-

ment, during which significant efforts have been dedicated to

various aspects, including filtering techniques, commutation

errors, sub-grid models, and addressing interactions with nu-

merically induced errors. This extensive work has contributed

to the current maturity of the LES approach, establishing it

as a reliable tool in computational fluid dynamics (CFD) sim-

ulations. Among these aspects, modeling sub-grid terms has

received the most attention due to its substantial impact on

simulation accuracy.

The sub-grid stress tensor, denoted as τij = uiuj − uiuj ,

emerges from the filtering of the advective term in the Navier-

Stokes equations. The filtering, represented by the bar sym-

bol, is associated with some kernel G such that
∫

GdΩ = 1.

Numerous papers have been dedicated to models for τij , gen-

erally falling into two categories: those developed based on

physical principles and those data-driven. Among the latter,

the Approximate Deconvolution Method (ADM) stands out

as the most popular, boasting a strong theoretical founda-

tion. Introduced by Stoltz and Adams [1], the ADM approach

for LES involves approximating u from the filtered variables

(u → u∗) and utilizing it directly in τij = u∗

i
u∗

j
− uiuj . The

‘recovered’ variables u∗ are obtained by the van Cittert itera-

tive deconvolution method defined as

u∗ =

N∑

n=0

(I −G)n

︸ ︷︷ ︸
QN

ADM

u (1)

The approximate character of the ADM approach comes not

only from the limited number of termsNADM in (1). Primarily,

ADM does not result in u∗ → u, as sometimes misleadingly

inferred. In practice, the filtering stems from assuming a com-

putational mesh on which the equations are solved. The mesh

implicitly excludes (or filters out, in LES terminology) from

the solution all scales smaller than a grid spacing h. The way

how this is done is unknown, and hence, the form of G is

unknown. It has to be assumed, but even then the formula

(1) will not generate the flow scales smaller than h, they re-

main unrecoverable. So, the question arises ”What does ADM

actually do?”.

The role of ADM is to ‘recover’ part of the solution in

the range of the smallest resolved flow scales (RFS), where

significant computational distortions occur from solving the

filtered equations on a numerical mesh using discretization

methods [3]. Such an ADM-improved solution, when applied

in u∗

i
u∗

j
, will approximate uiuj accurately provided that G

employed in (1) is chosen properly. There is, however, no

univocal recipe how G should be selected. It can be assumed

ad hoc or tuned to reflect the level of distortion of u in the

RFS range.

In this paper, we focus on this issue of selecting the filter

kernel G in the ADM approach, comparing the accuracy of

LES-ADM applied to modelling the Taylor-Green vortex flow

(TGV), which is an important canonical problem in turbu-

lence. Achilles’ heel of most benchmark cases are initial and

boundary conditions of which different assumptions and im-

plementations often lead to differences between results larger

than those resulting from the use of different models or meth-

ods being actually compared. In TGV, analytically defined

initial conditions and assumed 3D periodicity of the solution

exclude these uncertainties. Beside these simplifications, TGV

serves as an excellent test case to validate turbulent flow mod-

els. It is characterised by a laminar-turbulent transition that

leads to fully developed turbulent flow transforming into de-

caying homogenous isotropic turbulence.

NUMERICALLY INDUCED FILTERS

Because of discretization of the LES equations (and DNS

as well) on a numerical mesh, the partial derivatives (e.g.,

∂x, ∂xx) at the PDE level are not equal to their discrete coun-

terparts (∂x 6= δx, ∂xx 6= δxx). This can be expressed as

δxu = ∂xǔ where the (̌·) symbol denotes a numerically in-

duced filter [2] with an associated filter kernel GI . For a

general form of the finite/compact difference (FD/CD) ap-

proximation, spanned on the stencils M, N and given as

u′

i +

M∑

k=1

ak
(
u′

i−k + u′

i+k

)
=

1

h

N∑

j=1

bj (ui+j − ui−j) (2)

the induced filter can be defined as a linear combination of

local top-hat filters [4]. The transfer function of GI in spectral

space in terms of the scaled wave number ωn = 2πn/K (K -

number of grid points; ωn ∈ [0, π]) is defined as

ĜI(ω) =
ω

′
(ω)

ω
(3)
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where ω′(ω) is a modified wave-number associated with a par-

ticular discretization method [5]. Assuming that G in (1)

differs from GI , for instance G is taken as finite or compact

difference type filter (FDF, CDF) with general formula

f̄i +

Mf∑

k=1

ak
(
f̄i+k + f̄i−k

)
=

1

2

Nf∑

j=0

bj (fi+j + fi−j) (4)

their transfer functions differ and the mismatch can be signif-

icant. Figure 1 shows transfer functions of the 2nd-10th order

FDF and CDF filters compared with ĜI(ω) induced by a 6th

order CD approximation (M = 1, N = 2 in (2)). Addition-

ally, in some LES studies an explicit filtering is applied (GE),

which acts on u at each time step [2]. The form and width

∆ ≥ h of GE are known and its use intends to reduce numer-

ical errors for the small scales in the RFS through the chosen

separation of scales between π/∆ and the cut-off wave-number

π/h. In total, the effective filter acting on u is the superposi-

tion of GE and GI . Denoting it as H = GEGI the result of

the deconvolution can be written as [6]

QNADM
(Hu) =

I − (I −G)NADM+1

G
Hu (5)

To illustrate the impact of using different G and H, in Fig. 2

we show the transfer function of the convolution ̂Q5 ∗H =

Q̂5Ĥ. When Q5 is based on H (blue lines), the deconvolution

effectively removes the effect of filtering. If Q5 is computed

based on a filter G of lower order than H (black lines), the

deconvolution is not able to recover the RFS of the unfiltered

solution. On the other hand, if the order of G is higher than

that of H an overshoot occurs. In this case the deconvolved

field u∗ would contain more energy than u.

ω

Figure 1: Transfer functions of several FDF and CDF schemes

along with the filter induced by the 6th order CD scheme.

Subscripts (Mf , Nf ) are the stencils used in (4)

ω

N
ADM

__

__

Figure 2: Effect of deconvolution using various order filters.

TAYLOR-GREEN VORTEX SIMULATION

Figure 3 shows the evolution of the energy dissipation for

TGV at Re = 400 and Re = 1600 obtained using the 6th

order CD scheme. The red lines correspond to the present

DNS results obtained on two different meshes. It can be seen

that the agreement with DNS data from Brachet et al. [7] and

Van Rees et al. [8] obtained using a pseudo-spectral method

is excellent. The grey and black lines with circles denote the

LES-ADM results on the grid with 643 nodes employing Q5

computed with two assumed kernels. We compareQ5 based on

the 2nd order FD filter, whose transfer function Ĝ significantly

differs from ĜI (see Fig. 1), and 6th order FD filter, whose Ĝ

approximates ĜI quite well. Evidently, in the latter case the

results are more accurate, especially for Re = 400. During the

conference we will present a detailed analysis of LES-ADM for

various combination of filters and discretization schemes, in-

cluding a comparison of the evolution of higher order moments

(skewness and flatness). We will consider dissipative and non-

dissipative discretizations. The simulations will cover both the

initial phase of the TGV evolution as well as the later stages

of energy decay resembling homogenous isotropic turbulence.
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Figure 3: TGV: Rate of energy dissipation for DNS at

Re = 400 and Re = 1600.
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INTRODUCTION

In the last decades, many engineering/scientific applica-

tions have benefited from the advances in the field of Com-

putational Fluid Dynamics (CFD). Unfortunately, most of

practical turbulent flows cannot be directly computed from

the Navier–Stokes equations because not enough resolution is

available to resolve all the relevant scales of motion. Therefore,

practical numerical simulations have to resort to turbulence

modeling. We may therefore turn to large-eddy simulation

(LES) to predict the large-scale behavior of turbulent flows.

In LES, the large scales of motions are explicitly computed,

whereas effects of small scale motions are modeled. Since

the advent of CFD many subgrid-scale models have been

proposed and successfully applied to a wide range of flows.

Eddy-viscosity models for LES is probably the most popular

example thereof. Then, for problems with the presence of ac-

tive/passive scalars (e.g. heat transfer problems, transport of

species in combustion, dispersion of contaminants,...) the (lin-

ear) eddy-diffusivity assumption is usually chosen. However,

this type of approximation systematically fails to provide a

reasonable approximation of the actual SGS flux because they

are strongly misaligned [1, 2]. This was clearly shown in our

previous works [3, 4] where SGS features were studied a priori

for a RBC at Ra-number up to 1011 (see q
eddy in Figure 1).

This leads to the conclusion that nonlinear (or tensorial) mod-

els are necessary to provide good approximations of the actual

SGS heat flux (see q in Figure 1). In this regard, the nonlinear

Leonard model [5] or gradient model, which is the leading term

of the Taylor series of the SGS flux, provides a very accurate a

priori approximation (see q
nl in Figure 1). However, the local

dissipation introduced by the model can take negative values;

therefore, the Leonard model cannot be used as a standalone

SGS flux model, since it produces a finite-time blow-up. In

this context, we aim to shed light to the following research

question: can we a simple approach to reconcile accuracy and

stability for the gradient model?

DECONSTRUCTING THE GRADIENT MODEL

Let us firstly consider the following transport equation

∂tφ+ C(u, φ) = Dφ, (1)

where u denotes the advective velocity and φ represents a

generic (transported) scalar field. The non-linear convective

term is given by C(u, φ) ≡ (u · ∇)φ whereas the diffusive

terms reads Dφ ≡ Γ∇2φ. Shortly, LES equations arises from
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Figure 1: Left: alignment trends of the actual SGS heat flux. For

details the reader is referred to our work [3]. Right: DNS of the

air-filled RBC at Ra = 1010 studied in Refs. [3, 6].

applying a spatial commutative filter, (·), with filter length, δ,

∂tφ+ C(u, φ) = Dφ−∇ · τφ, (2)

where τφ ≡ uφ−uφ is the subgrid scalar flux. Then, the gra-

dient model follows from considering a Taylor-series expansion

of the filter

φ = φ+ φ
′
= φ−

δ2

24
∇2

φ+O(δ
4
), (3)

where φ′ is the filter residual. Then, applying this to uφ and

uφ leads to

uφ ≈ uφ+
δ2

24
∇2

(uφ)

= uφ+
δ2

24
(∇2

u)φ+
δ2

12
∇u∇φ+

δ2

24
u∇2

φ, (4)

uφ ≈

(

u+
δ2

24
∇2

u

)(

φ+
δ2

24
∇2

φ

)

= uφ+
δ2

24
(∇2

u)φ+
δ2

24
u∇2

φ+
δ4

242
∇2

u∇2
φ. (5)
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Figure 2: Location of the eigenvalues for the matrix CF−FC (left)

and C
UP

F−FC
UP (right). Results correspond to a 4×3 Cartesian

with a random divergence-free velocity field.

Finally, plugging this into the definition of τφ and discarding

high-order terms leads to the standard form of the gradient

model

τφ ≈ τ
grad
φ =

δ2

12
∇u∇φ. (6)

Alternatively, it can be expressed in terms of regularized

(smoother) forms of the convective operator as follows

∇ · τgradφ = C(u, φ) + C(u, φ)− C(u, φ) − C(u, φ), (7)

where

C(u, φ)− C(u, φ) =
δ2

24
∇2∇ · (uφ) =

δ2

24
∇ · (∇2

(uφ)), (8)

C(u, φ)− C(u, φ) =
δ2

24
∇ · ((∇2

u)φ), (9)

C(u, φ)− C(u, φ) =
δ2

24
∇ · (u∇2

φ). (10)

The alternative form given in Eq.(7) is simply based on the

non-linear convective operator and the linear filter; therefore,

its implementation is straightforward. Moreover, it avoids the

interpolations required if the standard gradient model given

in Eq.(6) is directly implemented. Finally, it facilitates the

analysis of the gradient model, neatly identifying those terms

that may cause numerical instabilities. This is addressed in

the next section.

STABILIZING THE GRADIENT MODEL

Following the notation used in Ref. [7], the novel form of

the gradient model given in Eq.(7) would be discretized as

follows

Mτ
grad
φ,h = C (us)φc + FC (us)φc − C (Fus)φc − C (us)Fφc,

(11)

where us and φc are respectively the discrete velocity field

defined at the faces and the cell-centered scalar field. More-

over, M, C (us) and F are matrices representing the discrete

divergence, convective and filter operators. For details, the

reader is referred to Ref. [7]. This discrete form of τ
grad
φ can

be expressed in matrix-vector form as follows

Mτ
grad
φ,h =

(
I

F

)T (
C (us)− C (Fus) −C (us)

C (us) 0

)(
I

F

)

φc.

(12)

Recalling that the discrete convective and filter operator

should be respectively represented by a skew-symmetric ma-

trix, C = −CT , and a symmetric matrix, F=FT , the con-

tribution of the gradient model to the time-evolution of the

L2-norm of φc is given by

−φc ·Mτ
grad
φ,h = φc · (CF− FC)φc. (13)

Hereafter, for simplicity, C = C (us). Therefore, stability of

the gradient model is determined by the sign of the Rayleigh

quotient of the matrix CF− FC. Therefore, if C = −CT , as it

should be from a physical point-of-view,

φc ·CFφc = φc · (CF)
T
φc = φc ·F

T
C
T
φc = −φc ·FCφc. (14)

In this case, there is no guarantee that the eigenvalues of the

matrix CF− FC will lie on stable half-side and, therefore, the

gradient model will be eventually unstable. This is clearly

shown in Figure 2 (left) where the locations of the eigenval-

ues is displayed for a 3 × 4 Cartesian mesh with a random

divergence-free velocity field.

Nevertheless, at this point, we have neatly identified the

discrete operators that lead to unstable modes. Hence, they

must be modified if we aim to solve the problem. A very simple

solution consists on using an upwind for the convective terms

in Eq.(13); namely, replacing C by CUP
in the off-diagonal

terms in Eq.(12), leading to an overall contribution to the

time-evolution of the L2-norm of φc given by

−φc ·Mτ
grad
φ,h = φc ·

(

C
UP

F − FC
UP

)

φc, (15)

where CUP
corresponds to a first-order upwind discretization of

the convective term. In this way, all the eigenvalues lie on the

stable half-side (see Figure 2, right). A formal proof together

with both a priori and a posteriori tests will be presented.
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INTRODUCTION

In the closure problem associated to large-eddy simula-

tion (LES), the strategy of subgrid-scale modelling can be

developed regardless numerics through the definition of a

low-pass filtering operator disconnected from the numerical

errors (commutation, differentiation, aliasing). This formal

approach has stimulated research on the interactions between

large and small-scale motions in turbulence, especially those

through a separation length ∆ used to define the low-pass fil-

ter. Even if this way of thinking subgrid-scale modelling is

elegant, it is widely recognized that the contribution of nu-

merical errors can become pervasive, making practical LES

weakly connected to this type of research except when spectral

Fourier methods can be used. This mismatch between theory

and practice may be one of the reasons of the development

of a more empirical approach of LES where the subgrid-scale

modelling is entrusted to numerics, leading to the concept of

implicit LES.

The present authors have proposed a very simple strategy

of implicit subgrid-scale modelling which consists in boosting

artificially the dissipation at small scale. This effect can be

obtained through the differentiation of the viscous term [1] or

by solution filtering [2, 3]. Both techniques are virtually iden-

tical while being an implicit counterpart of spectral vanishing

viscosity, with the advantage that the governing equations are

not modified as well as their boundary conditions. The corre-

sponding operators are essentially linear making the approach

Galilean invariant and very flexible. Concerning the second

feature, a very simplified spectral closure can be used for a

priori calibration [1].

This strategy has been extensively used with success [1,

2, 3, 4]. However, it has to be recognized that the numeri-

cal consistency of the implicit operator leads to a modelling

inconsistency through its lack of activity at large scale [4]. Ex-

pressed in terms of triad interactions in the spectral space, this

inconsistency means that distant interactions are completely

missed by implicit modelling. It could be thought that local

interactions are better represented through the application of

artificial dissipation at small scale, but this feature is more

connected to the scale selectivity of the expected low-pass fil-

tering than to the intensification of triad interactions at the

smallest computed scales. Referring to the physical/numerical

duality of subgrid-scale modelling as discussed in [4], the nu-

merical component could be entrusted to an implicit model,

only active at small-scale, whereas the physical component

would be assigned to an explicit model, mainly active at large-

scale. This idea to combine two models to better control their

resulting scale selectivity is not new, even in the context of

implicit LES (see for instance [5]). Here, the goal is to assess

such a combination while considering the explicit model as a

supplementation to restore the modelling of triad distant in-

teractions. More precisely, the questions are how this specific

modelling can be accurately ensured and to what extent it is

actually beneficial.

RESULTS

As challenging flow configuration, the 3D Taylor-Green

vortex problem is mainly addressed. This problem is very

demanding for subgrid-scale modelling which has to handle

transition from laminarity with a strong breakdown followed

by developed turbulence. Because of these very different

states, it seems illusory to design a subgrid-scale model as-

suming turbulence in equilibrium. In this study, our method-

ology is to extensively use the database of a DNS performed

at the high Reynolds number Re = 40 000 with a com-

putational mesh of 5400
3

nodes. The assessment of the

subrid-scale modelling is based on LES carried out at vari-

ous resolutions (1080
3, 5403, 3003, 2163) corresponding to ra-

tios kd/kc = (5, 10, 18, 25) where kd and kc are the cutoff

wavenumber of the DNS and LES mesh respectively. For

all the calculations, the finite-difference and sixth-order ac-

curate code Xcompact3d is used. The investigation is based

on both a priori and a posteriori analyses. As low-pass fil-

ter of reference, we use a super-Gaussian transfer function

Tf (k) = exp(−k6∆6/256) which closely mimics the influence

of the numerical dissipation related to the implicit modelling

part of the approach [4].

In preliminary mixed subgrid-scale modelling tests pre-

sented in [4], the explicit part is ensured by the Smagorinsky

model as a way to represent distant triad interactions in an im-

plicit LES. Even if interesting features are observed, especially

a compensation mechanism between explicit and implicit dis-

sipation, no clear benefit of this supplementation was observed

with a lack of consistency in the scaling of the resulting spec-

tral viscosity at large scale. The purpose of the study is to

examine to what extent the Smagorinsky model fails to fulfill

this role while developing more accurate models. Writing the

subgrid-scale tensor σij = u∗

i u
∗

j −u∗

i u∗

j , its exact expression is

given by u∗

i = ui|kd
where ui|kd

is the full DNS solution. The

scale-similarity Bardina model is the approximation u∗

i = ūi
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whereas an idealized perfect deconvolution model can be writ-

ten as u∗

i = ui|kc
where ui|kc

is the DNS solution projected

on the LES mesh. Another option is to disconnect the LES

cell size ∆x = π/kc from the separation length ∆ with for

instance ∆x = ∆/2, i.e. kc = 2k∆, enabling the approxima-

tion u∗

i = ui|2k∆
as an idealized perfect deconvolution model

based on a twice refined LES mesh.

To exemplify these different approximations, their associ-

ated spectral viscosities are compared in figure 1 at the critical

time t = 10 of the turbulent breakdown for kd/kc = 18 (see

also figure 2 for an illustration of the instantaneous flow state

at this time). Even if a non-zero plateau value is provided for

the Smagorinsky model at small k, i.e. as a potential mod-

elling of distant triad interactions, its level is only about 25%

of the exact value. This exact plateau value corresponds to

distant triad interactions that are, by construction, completely

missed in implicit LES, and poorly mimicked by the Smagorin-

sky model as shown in figure 1. Note that this result is

expected in the sense that it is well known that the Smagorin-

sky stresses are weakly correlated to their exact counterparts

because of the eddy viscosity assumption. Despite the lack of

this assumption in the structural Bardina model, its plateau

value is even smaller than that of the Smagorinsky model (see

figure 1), suggesting that it is not a good candidate for mod-

elling distant triad interactions. Note that the exact as well as

the modelled spectral viscosities exhibit a rise when k → k∆.

This behaviour should not be viewed as the footprint of the

local triad interactions but more as the signature of the super-

Gaussian filter. In particular, this behaviour is not observed

with the Smagorinsky model when a Gaussian filter is used.

The spectral viscosities obtained for a perfect deconvolution

model are also presented in figure 1. When the deconvolution

is restricted to the spectral range [0, k∆], the plateau value

reaches about 50% of the exact value, which is a significant

improvement. The extension of the deconvolution up to 2k∆

enables to recover remarkably well the expected plateau value.

This observation suggests that an approximate deconvolution

model [6] should be based on a more refined mesh than ∆,

which is not technically easy in the context of implicit LES

for which the numerical dissipation scales on ∆x. Another

option is to find a rescaling of the predicted plateau value

to avoid the disconnection between ∆ and ∆x. The purpose

of this study is to establish this rescaling to make it valu-

able at any LES resolution and any time for the present 3D

Taylor-Green flow. To illustrate this challenging task, the time

evolution of the averaged value νs<k∆/4, as an estimation of

the plateau value, is presented in figure 3. The option to rely

on a dynamic procedure will be addressed. Once this stage is

successfully completed, a posteriori tests will be performed to

observe whether the present type of supplementation is benefi-

cial for implicit LES. The near-wall behaviour of the resulting

mixed subgrid-scale modelling will also be assessed through

LES of turbulent pipe and boundary layer flows.
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Figure 1: Exact and modelled spectral viscosities νs(k, t) at

t = 10 for kd/kc = 18. A priori testing.

Figure 2: Isosurface of Q-criterion at t = 10 from DNS data.
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INTRODUCTION

The ambition of the CEEC project (https://ceec-coe.eu/)

is to enable the use of exascale computers for CFD applica-

tions and to demonstrate their capabilities through light-house

cases, like the flow around a Japanese Bulk Carrier (JBC).

These configurations are characterized by curved surfaces,

potential flow separation from adverse pressure gradients or

fluid-structure-interaction. Despite exascale computing there

is still a need for turbulence modeling and LES [1]. Fur-

thermore the light-house cases will require wall-modeled LES

(WMLES) in which machine-learning enriched wall-models are

in the focus to tackle complex flow scenarios.

In this regards, in contrast to the classical Smagorinsky

model or dynamics model by Germano, advanced sub-grid

scale models, like the σ-model, are the route of choice [2, 3].

Within this contribution two slightly different variants of the

dynamics σ sub-grid scale model, the GSIG [2] and the Gsvs-

SIG [4] model, are investigated for a channel flow (Reτ = 590),

the flow around a cylinder (Reτ = 3900) and a periodic hill

case (Reh = 10595).

NUMERICAL METHOD AND MODELING

Here the incompressible formulation of the filtered conser-

vation equations are considered:

∂ui

∂xi
= 0 (1)

∂ui

∂t
+

∂
∂xj

(ui uj) = − 1

ρ
∂p
∂xi

+ (ν + νt)
∂

∂xj

(
∂ui

∂xj
+

∂uj

∂xi

)

.(2)

The turbulent viscosity νt is computed via the σ-model [2],

i.e., basing on the analysis of the singular values σ1, σ2 and

σ3 of the resolved velocity gradient tensor gij =
∂ui

∂xj
:

νt = (Cσ∆)
2
Dσ with Dσ =

σ3(σ1 − σ2)(σ2 − σ3)

σ2
1

. (3)

To adapt for different flow scenarios the model constant Cσ

can be estimated by a a dynamic procedure in the fashion of

Germano [5] with modifications by Lilly [6]. According to [2],

the dynamic approach reads as follows:

(Cσ∆)
2

= − 1

2

<LijMij>vol

<MijMij>vol
with (4)

Mij = ∆̃2D̃σS̃ij −∆
2D̃σSij (5)

which is called the GSIG approach. Here < . >vol denotes

volume averaging over the whole domain.

In addition, Baya Toda [4] suggested an additional dimen-

sionless shear and vortex sensor (SVS) to detect pure shear

as a measure for the vicinity of a wall, inspired by the WALE

[7] operator, leading to the so called GsvsSig version of the

dynamic approach:

SV S =
(Sd

ijS
d
ij)

3

2

(Sij Sij)
5

2 + (Sd
ijS

d
ij)

5

4

. (6)

Here Sd
ij is the traceless, symmetric part of the squared

velocity-gradient tensor.

The upper equations and models are solved via the second-

order, finite volume code FASTEST-3D which relies on co-

located variable arrangement. An explicit low storage Runge-

Kutta approach is used to advance the momentum equation in

time within the predictor step. In the corrector step a Poisson

equation is solved to obtain the pressure and divergence free

velocity field at the new time step.

FIRST RESULTS

For the channel case both models produce satisfying results

with no significant difference compared to the Smagorinsky

model [8] or the static σ-model in terms of the velocity profile

and the secondary moments. For example Figure 1 shows the

relative error of the inner-scaled velocity u+
of the models

considered with respect to DNS data [9].

Figure 1: Relative error of the inner-scaled velocity u+
of the

SGS-models with respect to DNS data.
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For the cylinder case Figure 2 shows the profiles in com-

parison to data from Lourenco&Shih (according to [10]). Here

the values of the recirculation length with Lr = 1.311 D

for GSIG and Lr = 1.366 D for GsvsSIG are overpredicted

compared to the the experimental data and the Smagorinsky

model. The Strouhal numbers are identical with 0.210 for

the Smagorinsky-, the static σ-, and the GSIG-model. The

GsvsSIG approach delivers a slightly higher values with 0.215.

Both of the models models predict a slightly lower mean drag

coefficient cd compared to the Smagorinsky or static σ-model

with: 1.020 (GSIG), 1.011 (GsvsSIG), 1.107 (Smagorinsky)

and 1.118 (static σ).

Figure 2: Profiles of the streamwise velocity in the wake of

the cylinder.

The top and bottom separation angles and the error in respect

to an extrapolation equation by Jiang [11] are shown in the

following tabular:

Case θt error [%] θb error [%]

Smagorinsky 88.031 1.32 87.896 1.16

Static σ-model 88.250 1.57 87.924 1.19

GSIG 87.139 0.29 87.246 0.41

GsvsSIG 87.154 0.31 87.151 0.30

Table 1: Time averaged separation angles for the different

models and their error with respect to the reference extrapo-

lation.

Here the predictions of the separations angles fit very well to

the reference data. This motivates the test of the models on

the periodic hill case (Reh = 10595) to check on the prediction

of the flow separation in this scenario. Since computations are

currently ongoing the final results will be presented at a later

stage within the conference presentation.

OUTLOOK

As an outlook perspective, the experience gained from the

periodic hill case will serve as an input for the construction of

wall-models enriched by multi-agent reinforcement learning in

the future. The results will be compared to reference data as

provided by Breuer [12] for example.
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INTRODUCTION

The study of supersonic and hypersonic boundary layers

is essential to determine drag and heat transfer on flight ve-

hicles, but the predicted flow dynamics is vulnerable to the

onset of surface roughness. For example, thermal protection

systems (TPSs), which are typically required to endure high-

temperature conditions, present gaps between the tiles that

can be though as a structured roughness pattern. Regular

or irregular roughness topologies can also arise from random

pitting, spallation or ablation. At the present time only ex-

perimental studies have tackled this problem for turbulent

boundary layers (TBLs) [1], while a few numerical studies

have been recently performed for turbulent channels [2]. In

this context, the study of TBLs is essential to characterize the

streamwise development of the flow statistics, which can be

heavily influenced by roughness-generated shock waves.

In this study, we propose to leverage the compressible solver

STREAmS [3] to perform a series of direct numerical simula-

tions of compressible turbulent boundary layers over rough

walls. This high fidelity dataset will be instrumental to derive

predictive formulas for friction and heat transfer and compare

them to the smooth wall counterparts. Particular attention

is paid to the relation between the roughness height k, the

local boundary layer thickness δ99 and the viscous length

δν = νw/uτ , where uτ is the friction velocity, τw is the mean

wall shear stress and νw is the kinematic viscosity at the wall.

The ratio between these scales indicates the level of scale sepa-

ration, which is targeted to be representative of the fully-rough

regime as described by [5].

NUMERICAL METHODS

The Navier–Stokes equations are solved using

STREAmS [3], an open-source numerical solver for

compressible flows oriented to modern HPC platforms using

MPI parallelization and supporting multi-GPU architectures

under the CUDA paradigm. In shock-free regions, the

convective terms are evaluated using high-order energy

preserving schemes, while a shock capturing formulation

is activated with a Ducros sensor. The diffusive terms are

discretized using a locally conservative scheme expanded

to standard Laplacian formulation. The complexity of the

roughness geometry is handled using a ghost-point-forcing

immersed boundary method to treat arbitrarily complex

geometries [2].

PRELIMINARY RESULTS

We have performed preliminary simulations at freestream

Mach number M∞ = 2 and friction Reynolds number up to

Reτ = δ99/δν ≈ 1700. The domain has a total length of

135δin which is composed of a smooth portion (up to 50δin)

followed by a rough wall, being δin the boundary layer thick-

ness at the inflow. Turbulence at the inflow is generated by

means of the recycling-rescaling procedure, with the recycling

plane located at xrec = 40δin.

For these tests we have used 3D cubical roughness elements

with height k/δin = 0.01, with a streamwise and spanwise

spacing of λ = 2k, similarly to [2]. Note that these tests are

already full scale simulations as they features about 16 bil-

lion mesh points, achieving a resolution of at least 20 points

per element along each direction. This translates in a reso-

lution that corresponds approximately to ∆x+
= ∆z+ = 3

and ∆y+ = 0.5 at the selected stations. In order to have

a first assessment of the effect of different roughness pat-

terns, we considered a geometry in which cubical elements are

aligned with each other (CB-A), and another in which they

are staggered (CB-S). Figures 1 and 2 report the instanta-

neous contours of streamwise velocity in a wall-parallel plane

below the roughness crest (yslice = 0.08k). Both figures show

the smooth-to-rough transition in the flow domain, in which

a sudden decrease in velocity is visible. The near-wall streaks

visible in the smooth portion breaks down when roughness

starts. Moreover, in the rough wall region the flow recovers

the free-stream conditions at a higher distance from the wall,

meaning that the boundary layer thickness increases.

Cases CB-A and CB-S exhibit clearly different streamwise

evolution of the friction Reynolds number, which is matched

between the two cases at different locations downstream. This

is visible in Table 1, which also reports the roughness Reynolds

number k+ and the ratio k/δ99. Figure 3 reports profiles of

the inner-scaled streamwise velocity u+
= ũ/uτ as function

of the wall-normal coordinate y+ = y/δν at the selected sta-

tions reported in Table 1. In a similar fashion of [2], rough

profiles are shifted accounting for a virtual origin located at

d = 0.9k. Moreover, the smooth wall profile of [4] at the same

Reτ is reported for comparison. Here, it is apparent that

the staggered case CB-S exhibits a negative mismatch com-
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pared to the CB-A case, indicative of an increased drag. We

attribute this behavior to the larger frontal area exposed to

the incoming flow, which also generates a more intense shock

wave at the smooth-rough transition. Both cases do not show

a clear log-layer region, which could be due to the fact that the

fully-rough regime is still not yet achieved given the computed

properties of Table 1.

CONCLUSIONS

We conducted a preliminary assessment of the effect of

different roughness patters on supersonic turbulent bound-

ary layers at M∞ = 2 and friction Reynolds number of

Reτ ≈ 1700. The roughness surface is composed of 3D cu-

bical elements disposed in two different patters: aligned and

staggered. We first investigated the instantaneous flow dy-

namics, noticing the breakdown of near-wall streaks due to

the onset of roughness, with clear differences between cases

CB-A and CB-S.

The increased drag of the rough plate is visible on the mean

velocity profiles for both cases. However, the staggered cases,

CB-S, reports the biggest downshift compared to the smooth

wall profile due to the larger frontal area.

Both cases do not exhibit a clear log layer in the present

configuration, which may be caused by the still relatively low

separation of scales.

Additional analysis are necessary to shed light to the

present results, and additional cases will be presented at the

workshop.
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Case x/δi k+ δ99/k Reτ

CB-A 128 57 29 1714

CB-S 87 67 25 1712

Table 1: Flow and roughness properties at selected stations.

Figure 1: Streamwise velocity contours in a wall-parallel plane

below the roughness crest. Here, cubes are aligned (case CB-

A).

Figure 2: Streamwise velocity contours in a wall-parallel plane

below the roughness crest. Here, cubes are staggered (case

CB-S).
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INTRODUCTION

Surface roughness effects on the wall-bounded flows are ex-

tensively studied for their ubiquitous applications [1, 2, 3].

Numerical techniques like immersed boundary methods [4] and

body-fitted grid methods [2] are used to resolve the heteroge-

neous and homogeneous roughness. However, the numerical

studies are predominantly focused on turbulent channel flows

because of the ease in implementation and simulation in those

Cartesian frameworks. Direct Numerical Simulations were

conducted in a turbulent pipe with cosine roughness by Ref.

[5] using a second order finite volume solver on a body fit-

ted grid. However, the pipe flows poses unique challenges to

resolve heterogeneous roughness using body-fitted grids and

low-order numerical solvers.

In this study, we use high-order spectral method to simulate

heterogeneous roughness in a pipe for the first time, using

Nek5000, a spectral code for a better accuracy. We will discuss

the first order and second order statistics with a heterogenous

roughness in comparison with channel flows for Reb = 11700

which corresponds to Reτ ≈ 361 for a smooth pipe [6].

METHODOLOGY

A high-order spectral code, NEK 5000 [7], is used to inte-

grate in time the non-dimensionalized incompressible Navier–

Stokes equations. The velocity and pressure are discretized

using Legendre polynomial basis on Gauss–Lobatto–Legendre

(GLL) points generated on a body fitted grid using Pn-Pn for-

mulation. A O-grid mesh is generated for a pipe of Radius,

R0, and length 6R0. The GLL points are modified based on

the surface topology to adjust to the body fitted grid. In figure

1, a preliminary mesh is shown for a varying surface generated

using sine and cosine function,

Rnew = R0 − ks ∗ ∥ cos(κθR0θ) · sin(κzz)∥ (1)

where κθ and κz are the wavenumbers in azimuthal and axial

directions. It can be noted that unlike in channel flow, the

characteristic radius remains the same as the pipe radius,

R0. The crest to trough height, ks, is considered as 0.03 in

the transitionally rough regime, k+s ≈ 11 for Reτ of 361. The

GLL points are moved radially to accommodate the surface

topology and the radial displacement is reduced towards the

center by using ratio, r/R0, where r is the radial location of

the GLL points.

Figure 1: Bodyfitted grid of a surface topology of surface given

in Eq. 1.

Roughness Profile

Figure 2 shows the heterogenous roughness profile gener-

ated with peak to trough height, k/R, 0.03, and a maximum

wavelength (λmax/R), 0.8 and minimum wavelength λmin of

0.4 with Gaussian distribution extracted from the machine

learning model created by Ref. [8].

Figure 2: Heterogeneous surface roughness profile of crest

to trough height, ks/R0, 0.03 and maximum wavelength

(λmax/R0) of 0.8 and minimum wavelength, λmin/R0, 0.4

created by Ref. [8].

RESULTS

Figure 3 shows the normalized instantaneous axial velocity

(uz) contours and mean velocity profiles. It can be observed

that the wavenumber in axial direction is chosen high to in-

clude smaller wavelengths, 0.3 in both axial and azimuthal

directions. This is applicable for pipe flows to simulate using

existing high order spectral codes. Figure 3(c) shows the mean

velocity profiles normalized with local maximum velocity and

it can be seen that although the ks/R0, is relatively low in
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Figure 3: Instantaneous axial velocity contours (a) YZ plane (b) XY plane, and (c) mean axial velocity profiles of systemic roughness

described in Eq 1 normalized with maximum velocity, Um, and the radial distance, r, is defined from 0−R0 and ks is the roughness

height.

the transitionally rough regime, it significantly changes mean

velocity profile compared to smooth pipe.

FUTURE WORK

A varying surface based on cosine and sine function is sim-

ulated in a pipe flow using high order spectral code on a body

fitted grid. At the conference, results for hetergeneous rough-

ness shown in figure 2 will be discussed and compared with

smooth pipe and roughness in pipes using finite volume meth-

ods. We will also further compare our results with roughness

in channel flows using immersed boundary methods and over-

lapping methods based on spectral methods.
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[8] F. Pérez-Ràfols and A. Almqvist, “Generating randomly

rough surfaces with given height probability distribution

and power spectrum,” Tribology International, vol. 131,

pp. 591–604, 2019.

DLES14 - Book of Abstracts 244



WORKSHOP

Direct and Large-Eddy Simulation 14

April 10-12 2024, Erlangen, Germany

DNS OF TURBULENT FLOW OVER RANDOM SPHERE PACKS – INSIGHT

FROM TURBULENT KINETIC ENERGY BUDGETS

S. v. Wenczowski1, M. Manhart1

1 Professorship of Hydromechanics
Technical University of Munich (TUM), Germany

simon.wenczowski@tum.de, michael.manhart@tum.de

INTRODUCTION

The exchange of mass and momentum across the interface

between a porous medium and a turbulent flow is of high

relevance for both natural systems and industrial processes:

Examples for technical applications span from food drying to

fuel cells. In nature, a prominent example is the hyporheic

zone, which comprises the bio-geo-chemically active topmost

layers of a river bed, where the water is in permanent inter-

action with the overlying turbulent flow. Using the hyporheic

zone as an example, our research provides insight into the

near-interface hydrodynamics, which is likely transferrable to

comparable flow cases.

In the present study, we (i) evaluate the budget of turbu-

lent kinetic energy (TKE), (ii) connect the observations to

visualizations of the turbulence structure, and (iii) investi-

gate the impact of the interface definition. In the scope of

single-domain Direct Numerical Simulation (DNS), the porous

medium is represented by a static mono-disperse random

sphere pack. All spatial and temporal scales of turbulent mo-

tion are resolved, both in the pore space of the porous medium

and in the overlying free flow region. Eight cases were sim-

ulated to systematically sample a parameter space spanned

by Reynolds numbers of Reτ ∈ [150, 500] and permeability

Reynolds numbers of ReK ∈ [0.4, 2.8]. By considering ratios

of flow depth h to sphere diameter D up to h/D = 10, we

reduce the blocking effect of individual grains.

Statistics are analysed within a time-space double-

averaging framework [1]. Additionally, instantaneous flow

fields allow us to visualize vortices and typical structures

within the turbulent flow. From both perspectives, ReK is

observed to drastically change the flow conditions near the

surface of the sphere pack. Irrespective of ReK , cases with

similar Reτ were found to exhibit a high degree of similarity

in the outer-layer. The similarity appears most clearly if a

kinetic interface definition is chosen and a consistent normal-

ization is applied.

DISCRETISATION AND SOLUTION

Our in-house code MGLET [2] solves the incompressible

Navier-Stokes equations based on a Cartesian Finite-Volume

discretization. The code resorts to a third order Runge-

Kutta scheme for explicit time integration and targets strongly

MPI-parallel LES and DNS of turbulent flows with complex

geometries. In the present study, an Immersed Boundary

Method (IBM) of second order [3] was employed to represent

the porous medium. The multi-grid design of MGLET allows

embedded grids, such that a local near-interface refinement of

∆x+
= ∆y+ = ∆z+ < 1 could be achieved. Due to optimized

I/O routines [4], simulations with more than 10
9
cells can be

conducted efficiently. A VTK-based functionality for runtime

visualization has been added recently.

BOUNDARY CONDITIONS

To represent the granular porous medium, mono-disperse

random sphere packs have been generated. During the simu-

lation, the spheres remain static and a no-slip boundary con-

dition is imposed on their surface. In the bed-parallel x- and

y-directions, the domain has periodic boundary conditions. A

volume force is imposed to drive the flow in x-direction. To ap-

proximate the free water surface, a slip boundary condition is

applied at the top of the domain. Figure 1 shows the case con-

figuration together with a visualization of vortex structures.

Figure 1: Instantaneous flow field with vortex structures.

ANALYSIS FRAMEWORK

The complex and strongly three-dimensional flow situation

is analysed within a double averaging framework [1]. First, an

arbitrary quantity φ is averaged in time.

φ(x,t) = φ
(x)

+ φ
′

(x,t) , φ
(x)

=
1

T

∫

T

0

φ(x,t) dt (1)

Consecutively, the temporal mean is decomposed into a spatial

average and a spatial variance.

φ
(x)

= ⟨φ⟩(z) +
˜

φ
(x)

, ⟨φ⟩(z) =
1

Af

∫∫

Af

φ
(x)

dx dy (2)

DLES14 - Book of Abstracts 245



In equation (2), ⟨φ⟩ represents the intrinsic average over the

fluid-filled area Af within a horizontal averaging plane, while

in-plane spatial variations are marked by a tilde.

PRELIMINARY RESULTS

Within the double-averaging framework, the TKE budget

equation can be formulated as follows:

∂

∂t

〈

1

2
u′

αu′

α

〉

= Π + T − ε (3a)

Π = −
〈

u′

αu′

j

〉 ∂ ⟨uα⟩

∂xj

−

〈

u′

αu′

j

∂ ˜uα

∂xj

〉

(3b)

T = −

〈

1

2
˜uj

∂ u′

αu′

α

∂xj

〉

−

〈

1

2

∂ u′

αu′

αu′

j

∂xj

〉

−

〈

1

ρ

∂ p′u′

α

∂xα

〉

+

〈

ν
∂

∂xj

(

u′

α

∂u′

α

∂xj

+ u′

α

∂u′

j

∂xα

)〉

(3c)

ε = ν

〈

∂u′

α

∂xj

∂u′

α

∂xj

+
∂u′

α

∂xj

∂u′

j

∂xα

〉

(3d)

In equation (3b), the production Π is further decomposed.

The second term represent the work of Reynolds stresses

against in-plane velocity gradients, such that TKE is pro-

duced, while the spatial variance of the velocity field is re-

duced [5]. In equation (3c), T summarizes different types of

TKE transport. Finally, equation (3d) provides the TKE dis-

sipation rate ε.

An evaluation of cases with different ReK but similar Reτ

shows that the combined effect of roughness and permeability

reduces the near-wall peak in TKE production (figure 2). The

lower shear intensity provides a plausible explanation. While

most of the produced TKE is dissipated at the same height,

a minor amount is transported into the topmost layers of the

sediment bed by advective, turbulent and viscous transport.

Only the pressure diffusion (third term in equation (3c)) prop-

agates small amounts of TKE into deeper regions.

Various interface definitions are possible. We define the

interface at z = µz at the centroid of the momentum absorp-

tion by the porous medium. This interface definition yields

an adapted flow depth of (h − µz) and a consistent friction

velocity u
µ
τ , which can be used to normalize the budget com-

ponents Π, T and ε. For groups of cases with similar Reτ ,

figure 2 demonstrates that this normalization recovers a high

degree of similarity in the far-wall region.

SUMMARY

Based on a single-domain DNS, we evaluated double-

averaged TKE budgets for turbulent flow over a mono-disperse

random sphere pack. With increasing ReK , the combined ef-

fect of roughness and permeability lowers the near-wall shear

intensity, changes the structure of turbulence, and reduces the

near-wall peak in TKE production. Despite the drastic impact

of ReK near the interface, a consistent interface definition

reveals a high degree of outer-layer similarity for cases with

similar Reτ .
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Figure 2: TKE budget terms for production (Π, ), total transport (T , ), and dissipation (ε, ). Plots show groups of

cases with similar Reτ , but different ReK . The interface position is considered by (h− µz) and the consistent friction velocity u
µ
τ .
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ABSTRACT

A novel passive flow-control method for shock-

wave/turbulent boundary-layer interactions (STBLI),

consisting of a rough wall with ridges aligned in the

streamwise direction as shown in Fig.1, is investigated with

wall-resolved large-eddy simulation (LES). The working

mechanism is that this rough surface induces large-scale

secondary streamwise vortices because of the imbalance

between local production and viscous dissipation of turbulent

kinetic energy. The induced vortices bring high-speed fluid

closer to the wall thus energizing the boundary layer.

We consider an oblique shock (shock angle 40
◦
) impinging

on a turbulent boundary layer at free-stream Mach number

M∞ = 2.0 and friction Reynolds number Reτ = 355 based

on the boundary layer thickness at the inviscid impingement

point ximp. The shape of the rough wall is composed of si-

nusoidal ridges and flat valleys between them, see Fig.1(b).

A parametric study is performed to investigate the effect

of the non-dimensional spacing between the ridges, namely

D/δ0 = {0.125, 0.25, 0.50, 1.0, 2.0}, where δ0 is the boundary

layer thickness at the inlet. The non-dimensional height H/δ0

and wavelength (width) λ/δ0 of the ridges are 0.1 and 0.2 re-

spectively for all simulations. The roughness, fully resolved by

a cut-cell-based immersed boundary method, covers the entire

computation domain. Simulation results are compared with a

smooth wall STBLI at the same flow condition.

Fig.2 shows that streamwise vortices are induced by the

spanwise heterogeneous roughness in the turbulent boundary

layer, i.e., upwash over the ridges and downwash in the val-

leys. The secondary flow vortices increase in size with D/δ0

and reach a maximum height of 0.57 δ0 for D/δ0 = 1.0. The

subsonic area of the incoming boundary layer, which is rep-

resented by the spanwise-averaged height of the sonic line,

reaches a maximum value of 43% larger at D/δ0 = 0.25 than

the counterpart in the smooth wall case. From Fig.3(a), we

note that before the interaction, the friction coefficient Cf

is a non-monotonic function of the spacing D/δ0 and that it

reaches a maximum for the intermediate value D/δ0 = 0.5.

The separation region is divided into a secondary separation

zone and a primary separation zone in cases with D/δ0 =

2.0, 1.0, 0.5. The extension of the separation region decreases

with increasing D/δ0 from 0.25 to 1.0. Fig.3(b) shows that

when D/δ0 decreases, the location of the onset of the interac-

tion migrates upstream until D/δ0 = 0.25, then moves down-

stream in D/δ0 = 0.125. At the same time, the maximum wall

pressure near the reattachment point first drops then rises

with decreasing D/δ0. Among all cases, the non-monotonic

trend is evident, with the case D/δ0 = 0.25 exhibiting the

longest interaction length yet the smallest pressure increase,

resulting in the most gradual pressure rise. Regarding the

pressure fluctuation shown in Fig.3(c), we observe that the

peak value in the D/δ0 = 0.25 case is 12% lower than that

in the smooth wall case, suggesting an attenuated footprint of

the separation shock unsteadiness on the rough surface. The

location of the peak pressure fluctuation moves similarly to

the onset of the interaction, with case D/δ0 = 0.25 exhibit-

ing the most upstream location. This decrease in pressure

fluctuation of D/δ0 = 0.25 case is linked to the attenuated

footprint of the separation shock low-frequency unsteadiness

upon inspection of the pre-multiplied power spectral density

contours of wall-pressure signals in the interaction region as

shown in Fig.4(a). The spectra at the separation lines are

further compared in Fig.4(b), and the spectra magnitude of

case D/δ0 = 0.25 drops significantly compared with that of

the smooth wall case near fLsep/u∞ = 0.1. Results from

dynamic mode decomposition(DMD) also provide supportive

evidence for this claim.

Further investigation into the effect of spanwise heteroge-

neous roughness on STBLI under a higher Reynolds number

is ongoing and will be elaborated in the full-length paper and

discussed during the conference, as well as the influence of

another geometric parameter ridge height H/δ0.
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Figure 1: (a) Schematic of the computation domain, and (b) schematic view of the ridge-type rough walls with relevant definitions
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Figure 3: Spanwise averaged (a) friction coefficient (b) wall
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Figure 4: (a) Pre-multiplied power spectral density (PSD) of

wall pressure signals at the mid-plane for the smooth wall and

D/δ0 = 0.25 case, and (b) comparison of pre-multiplied PSD

at the separation lines.
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INTRODUCTION

Boundary layers are ubiquitous as they form around any

solid body moving relative to a fluid. By definition, heat and

momentum are exchanged between the moving body and the

free-stream flow within the boundary layer thickness. In most

engineering applications, the flow within the boundary layer

is turbulent, and the surface over which the boundary layer

develops is rough. Even though many aspects on the nature

of turbulent boundary layers over smooth walls are currently

well-established, a greater understanding gap is still present

when surface roughness comes into play. Rough wall-bounded

turbulence has been extensively studied in the literature, but

only a limited number of investigations address spatially devel-

oping rough wall flows and experimental efforts on the topic

are not equally supported by high fidelity numerical studies

[1, 2]. In fact, due to the extensive computational demands

required to simulate such flows, just a few investigations in

the literature report studies of rough wall turbulent boundary

layers and, most of available results are limited to momentum

transfer and little is known regarding heat transfer [3, 4, 5, 6].

In this study we present direct numerical simulation (DNS)

results of smooth and rough wall zero pressure gradient turbu-

lent boundary layers with heat transfer. The boundary layer

develops along a smooth plate before entering a region with ho-

mogeneous surface roughness. The plate is kept at a constant

and uniform temperature, which is greater than the temper-

ature of the free-stream flow. The study assesses the effects

of surface roughness by comparing mean flow statistics with

smooth wall turbulent boundary layer data obtained using the

same DNS framework.

PROBLEM FORMULATION

The incompressible Navier-Stokes equations are numeri-

cally integrated using the pseudo-spectral flow solver SIMSON

[7], in which Fourier space and Chebyshev polynomials are

used for discretizing flow variables in the wall-parallel and

wall-normal directions, respectively. The domain of the sim-

ulations is sketched in figure 1. The computational box has

size Lx = 3000δ1,in, Lz = 124δ1,in, and Ly = 100δ1,in in the

streamwise, spanwise and wall-normal directions, respectively.

Here δ1,in indicates the displacement thickness of the Bla-

sius boundary layer at the inlet section of the computational

domain. A homogeneous surface roughness patch of length

LR = 2350δ1,in is laid over the bottom wall of the compu-

tational domain starting at x = LT = 150δ1,in. A sigmoid

roughness

x

y

z

Ly

L
z

Lx

LT

LR

ū

δ

Figure 1: View of the computational domain. The red area

represents the region where surface roughness is present. The

aspect ratio of the figure is not representative of the actual

simulation.

scaling function is employed on the roughness height distribu-

tion in the vicinity of x = LT to facilitate a gradual transition

from smooth to rough wall. The length LT is designed to reach

a turbulent state at the beginning of the roughness patch that

is independent on the tripping used to make the boundary

layer turbulent. Periodic boundary conditions are applied in

both wall-parallel directions for all flow variables. To cope

with the flow development in the streamwise direction, the

re-scaling strategy presented in [7] is applied. No-slip and

no-penetration boundary conditions are applied at the bot-

tom wall using an immersed boundary method based on the

method of [8]. A similar approach is applied to enforce a

Dirichlet boundary condition for the temperature field with

a uniform temperature Tw. On the top plane of the compu-

tational domain, the velocity field is prescribed to match the

free-stream velocity u∞ in the streamwise direction and al-

lowed to have transpiration in the wall-normal direction [7].

On the other hand, the temperature is prescribed to be that of

the free-stream flow T∞, with T∞ < Tw. The Prandtl number

is set to Pr = 1.

Surface roughness is a filtered three-dimensional scan of a

real sandpaper rough surface. The characteristic size k of the

roughness topography is defined to be kt = 4δ1,in, where kt

is the peak-to-trough height of the roughness.

RESULTS

The friction coefficient Cf = 2τw/(ρu2
∞
) and Stanton num-

ber St = 2qw/(ρcpu∞∆T ) distributions for the smooth and
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rough wall cases are shown in figure 2. Here τw is the wall-

shear stress, qw the wall-heat flux, ρ is the fluid density, cp is

the heat capacity at constant pressure, and ∆T = Tw − T∞.

The skin friction coefficient and Stanton number attain very

similar values along the boundary layer, except for the rough

wall case near the roughness leading edge (approximately for

x < 500δ1,in). In this region, the rough wall induced in-

crease in skin friction exceeds significantly the wall-heat flux

enhancement. This is consistent with the pressure drag intro-

duced by roughness elements which does not play a direct role

in increasing the wall-heat flux. Compared to the smooth-

wall case, skin-friction and Stanton number decrease faster

along the boundary layer and, for x > 1500δ1,in, a local net

decrease is observed in both the skin-friction coefficient and

Stanton number for the rough wall case.

The roughness Reynolds number k+ = k/δν (a plus super-

script indicates viscous units scaled quantities, δν indicates

the viscous length scale and ν is the kinematic viscosity), is

reported in figure 3. In the same figure, the boundary layer

thickness is also shown in terms of displacement δ1, momen-

tum δ2 and thermal-energy δT thickness. k+ ranges from

approximately k+ = 200 close to the roughness leading edge to

approximately k+ = 40 near the end of the roughness region.

As such, the flow moves from a fully-rough to a transitionally

rough condition along the boundary layer. As a result of this

flow transition, viscous units scaled mean velocity and tem-

perature profiles at different streamwise locations, which are

reported in figure 4, display a visible scatter compared to the

smooth wall case mean profiles.
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Figure 2: Friction coefficient and Stanton number distribu-

tions along the boundary layer. Smooth wall: , Cf ;

, St. Rough wall: , Cf ; , St.
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ABSTRACT 

 

DNS of turbulent channel flow at a shear Reynolds number of Re∗ = 360 for Newtonian and 

Herschel-Bulkley fluids in smooth and rough channels has been performed. The rough surface 

was made of irregular undulations modeled with the immersed surface method. The 

presentation will center around the Newtonian-fluid flows in the rough surface channel (CASE 

1; (Narayanan et al. 2023), albeit selected results of the non-Newtonian case (Narayanan et al. 

2024) will also be discussed.  

 

For CASE 1, the results confirm that turbulence in the outer layer is not directly affected by the 

rough surface. The roughness effects on the turbulent stresses, the mean momentum balance 

and the budget of turbulence kinetic energy are confined to the layer < 25 wall units; beyond, 

the profiles collapse with those for smooth pipes. In the roughness sublayer, the streamwise 

normal Reynolds stress is reduced while the spanwise and wall-normal components are 

increased. The largest increase is for the Reynolds shear stress, resulting in a significant increase 

in the turbulence production near the wall even though the velocity gradient is decreased. The 

kinetic energy budget shows that turbulence production dominates the mean viscous diffusion 

of turbulence kinetic energy and both mechanisms are balanced by turbulent dissipation. The 

friction factor using the Colebrook-White correlation calculated by specifying the sand-grain 

roughness as 7.5 wall units predicts the friction velocity and the bulk velocity accurately. The 

streaky structures that exist near smooth walls were observed to be broken by the roughness 

elements, leading to a denser population of coherent structures near the wall, which increase 

the velocity fluctuations. The coherent structures developed in the roughness layer do not seem 

to penetrate in to the outer layer, and no evidence could be found as to the direct impact of the 

roughness layer on the outer one. 
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INTRODUCTION

Clustering in particle-laden turbulent flows typically takes

place or is largely influenced by the smallest scales of the tur-

bulent flow field. As a result, large eddy simulations (LES)

of such flows require adequate subgrid-scale models. The de-

velopment of these models require a thorough understanding

of the mechanisms of particle clustering, which is still lack-

ing. The challenge is especially pronounced in the case of

light particles, since most conventional models cannot recon-

struct coherent motion at the smallest scales. In this work, we

take a first step towards the development of new SGS models

for particle-laden turbulence by performing direct numerical

simulations (DNS) of homogeneous isotropic turbulence at

Reλ = 418 laden with Np = 5.4 × 109 inertial point parti-

cles and then repeating them with sharp spectrally filtered

fields to mimic ’perfect’ LES.

NUMERICAL SIMULATIONS

DNS data is acquired from the Johns Hopkins Turbu-

lence Database (JHTDB) [1]. The flow field is a homoge-

neous isotropic turbulent flow computed by a pseudo-spectral

method on an M3 = 10243 grid of a periodic box of side

length L = 2π. The large-eddy turnover time is TL = 1.99

Additional parameters of the dataset are provided in Table 1.

In the cases LES1 and LES7, a sharp spectral filter is used to

truncate the turbulent energy spectrum, resulting in a model-

free LES field. We use a Lagrangian particle tracking method

Case Reλ κmax η τη τp St

DNS1 418 512 0.0028 0.0424 0.0424 1

DNS7 418 512 0.0028 0.0424 0.2968 7

LES1 - 8 0.0081 0.3560 0.0424 0.12

LES7 - 8 0.0081 0.3560 0.2968 0.83

Table 1: Summary of simulation cases.

to simulate the motion of one-way coupled, monodispersed

point particles, effectively reducing the complexity to a single

parameter - the Stokes number, St = τp/τη , where τη is the

Kolmogorov time scale and τp is the particle response time.

The particle equations of motion

ẋ = v, v̇ = (u(x, t)− v)/τp (1)

are integrated in time with an exact integration scheme using

an in-house parallel solver.

We compute Eulerian fields of the particle number density

n and particle velocity up using grid projection with the cloud-

in-cell (CIC) method [2]. The intensity of particle clustering is

then expressed as the variance of the particle number density,

⟨n2⟩, which, as we will show, can take longer than 4TL to

reach steady state.

PHYSICAL SPACE

Depending on the Stokes number, filtering out small-scale

turbulent flow structures attenuates or intensifies particle

clustering. This is clearly demonstrated in Fig. 1. In the

DNS1 case, the particles resonate most strongly with eddies

of size η and the resulting clusters are sharp patterns that

are elongated in the direction of local vorticity. The pres-

ence of larger voids implies multiscale clustering, as formerly

noted by Matsuda et al. [3]. In the LES1 case, on the other

hand, fine-scale patterns are missing completely. The parti-

cles are distributed more uniformly, yet still avoid regions of

high vorticity and form sheet-like clusters. In the DNS7 case,

clustering takes place at larger length scales, but small-scale

velocity fluctuation act to randomize the motion of the par-

ticles, which results in significantly less well-defined patterns.

Here, the effect of the sharp spectral filter is to intensify clus-

tering: particles in the LES7 case exhibit strong preferential

concentration with clusters that are separated from void re-

gions with sharp edges. We identify warped manifolds of

increased number density that resemble caustics, which have

been reported previously by e.g. Wilkinson and Mehlig [4]

in two-dimensional synthetic turbulence. According to this

mechanism, particles cluster as a result of folds in phase space,

i.e. when particles at the same location have different veloc-

ities. This notion is particularly compelling due to the fact

that while in all cases, the particles tend to accumulate outside

high-vorticity regions, the centrifuge mechanism alone appears

to be insufficient in explaining the observed particle distribu-

tions.

FOURIER SPACE

With n̂(κ) denoting the Fourier mode of the particle num-

ber density, we compute the particle density power spectrum

En(κ) = 1
2
⟨n̂(κ)n̂∗(κ)⟩, which quantifies the distribution of

⟨n2⟩ in wavenumber space (Fig. 2). The tendency of the

St = 1 particles of the DNS1 case to cluster at small length

scales is reflected in the increased density at larger wavenum-

bers, but clustering is clearly taking place on multiple length

scales. A single ’typical cluster size’, that one would expect to

obtain from dimensional analysis, cannot be observed. Inter-

estingly, the clusters that form in the LES7 case span a range

of wavenumbers largely exceeding the energy spectrum of the
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Figure 1: Scatters of particles inside the slice π− η/4 < z < π+ η/4 over contours of the flow vorticity (normalized and clipped by

|∇ × u|max = 50 and 7.5 in the DNS and LES, respectively) with insets showing the upper right-hand side corner magnified. The

transparency of the particles is linearly scaled with the distance to the center slice z = π.

flow field, which is cut off at κmax = 8, meaning that the

particles cluster at length scales smaller than the Kolmogorov

eddies.
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Figure 2: Particle number density power spectra.

Figure 2 by itself is, however, limited in its usefulness.

Clearly, En(κ) is not a good measure to compare the pref-

erential concentration of the cases DNS7 and LES7, which

look very different in physical space, but have qualitatively

almost identical density spectra. Due to its non-local nature,

the Fourier analysis is also unable to capture the caustic-like

structures that are observed in the LES7 case. For this, we

will resort to other measures, e.g. box-counting to compute

the fractal dimension.

A more insightful analysis in Fourier space is performed by

quantifying the transfer and production of En(κ). To achieve

this, we separate the contributions of transport and source

terms in the conservation of the particle number density

∂n

∂t
+ up · ∇n = −n∇ · up. (2)

Here, it is evident that the compressibility of up acts as a

source term and is therefore responsible for producing vari-

ance in n. This allows us to derive an equation of the form
∂En(κ)

∂t
= P(κ) + T (κ), enabling an investigation of the pro-

duction of ⟨n2⟩ in Fourier space and its transfer between

wavenumbers.
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The transition from the laminar to the turbulent regime is

responsible for a significant increase in friction drag in wall-

bounded flows [1]. Among the many possibilities to mitigate

the phenomenon, the addition of a tiny amount of long-chain

polymers to a Newtonian solvent is known to be one of the

most efficient ways to reduce friction [2]. Despite more than 70

years since the first experimental evidence, the polymer drag

reduction phenomenon is still not fully understood and the

mechanism behind it is still debated [3]. The experiments sug-

gest that the mechanical interaction between polymer chains

and turbulence dynamics is at the basis of drag reduction (DR)

[4], they characterised the role of polymer and solvent pa-

rameters [5], but they cannot provide many details about the

polymer-turbulence interaction and sometimes give contrast-

ing information that does not allow for a unique interpretation

of the phenomenon.

Direct numerical Simulation (DNS) has been used since the

90s to investigate the dynamics of polymeric flows [6] but a

quantitative agreement between DNS and the experiments has

not been achieved yet. The main reason is that the classi-

cal polymer modelling (i.e. the Eulerian FENE-P model [7])

has been unable to reproduce the real polymer parameters

[8]. Only recently hybrid Eulerian-Lagrangian simulations of

polymer-laden flows have been developed, showing the capa-

bility of reproducing polymer systems with realistic concen-

trations and molecular weights [9].

These hybrid simulations couple the Navier-Stokes equation

for a Newtonian solvent with the Lagrangian evolutions of

millions, or even billions, of polymer molecules. The polymer

chains are modelled as FENE dumbbells, namely two massless

beads connected by a nonlinear entropic spring that accounts

for the polymer relaxation and the polymer finite extensibility.

The dimensionless system of equations describing the polymer

solutions is

∇ · u = 0

∂u

∂t
+∇ · (u⊗ u) = −∇p+

1

Re
∇

2
u+ F

dx
(j)
c

dt
=

u
(j)
1

+ u
(j)
2

2
+

Lheq
√
3Wi

ξ
(j)
1

+ ξ
(j)
2

2

dh
(j)

dt
=

u
(j)
2

− u
(j)
1

L
−

h
(j)

Wi(1−H(j)2)
+

heq

(

ξ
(j)
2

− ξ
(j)
1

)

√
3Wi

.

(1)

In eq. (1) u the fluid velocity, p the hydrodynamic pressure,

F the polymers’ force density exerted on the solvent. The di-

Figure 1: Example of the flow configuration [11]: magnitude

of the instantaneous velocity (coloured contour) and instanta-

neous polymer configuration (black lines) in a portion of the

pipe.

mensionless form is obtained using as reference quantities the

solvent density ρ∗ and viscosity µ∗, the pipe radius ℓ∗
0
, and

the bulk velocity U∗

b = Q∗

b/(πℓ
∗2
0

). Re = ρ∗U∗

b ℓ
∗

0
/µ∗ is the

Reynolds number (the asterisks denote dimensional quanti-

ties). As far as polymer are concerned, x
(j)
c = (x

(j)
1

+x
(j)
2

)/2

is the polymer centre, h
(j) = (x

(j)
2

− x
(j)
1

)/L is the end-

to-end vector normalised by the polymer contour length L

(H = ∥h∥), and u1/2 is the fluid velocity at the position of

the beads. The equilibrium polymer size in a still solvent, heq ,

is set through the white noise terms ξ
(j)
1/2

. Wi = τ∗/(ℓ∗
0
/U∗

b )

is the Weissenberg number, the ratio of the polymer relax-

ation time τ∗ and the fluid time scale. The Weissenberg

number is the relevant parameter controlling the interaction

between polymers and turbulence since it determines the poly-

mer stretching distributions. The polymers exert the backre-

action F on the solvent, written as follows

F =
γL

2Wi

Np∑

j=1

h
(j)

1−H(j)2
[δ(x− x

(j)
1

)− δ(x− x
(j)
2

)] . (2)

In (2) γ is the dimensionless friction coefficient of the beads,

while the singularity in the polymer forcing is regularised ac-

cording to the Exact Regularised Point Particle method [10].

Figure 1 shows the magnitude of the instantaneous velocity

and the instantaneous polymer configuration in a portion of

the pipe, as an example of the geometry and flow configura-

tion.
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Figure 2: Concentration of polymers of different contour

lengths needed to reproduce the experimental molecular

weight distribution [13]. Inset: inverse of the square root of

the friction factor f vs friction Reynolds number Reτ com-

pared to the experimental curve [13] (black dots vs grey line).

Reproducing an actual experiment requires an accurate

characterization of the polymer used as drag reducing addi-

tive. The main issue is that most of the experimental works are

performed using synthetic polymers [12]. Synthetic polymers

are generally characterised by a large polydispersity, namely

polymers have a rather broad distribution of molecular weight

and thus they have different lengths. Since the Weissenberg

number Wi depends almost quadratically on L, polymers of

different lengths experience different levels of stretching (the

probability of large stretching increases with Wi) and must be

simulated simultaneously if one aims at a one-to-one matching

of the experimental conditions.

DNS data are compared with the experimental results of

Berman [13], who analysed the friction scaling law of di-

lute solutions of Polyethylene oxide (PEO) and estimated the

molecular weight distribution by gel chromatography. The

molecular weight (or contour length) distribution is repro-

duced in our simulation by considering ten polymer popu-

lations with different contour lengths. In particular, fig. 2

reports the concentration of polymer (in terms of part per

million in weight) with different lengths that reproduce the

molecular weight distribution of Berman’s experiment. Inset

of fig. 2 shows the friction factor obtained by numerical sim-

ulations at two different Reynolds numbers, Reτ = 180 and

Reτ = 320, exhibiting excellent agreement with the experi-

mental curve (solid grey line).

During the oral presentation, results from Direct Numer-

ical Simulations will be presented, providing methodological

details and a physical interpretation of the polymer turbulence

interaction at the basis of the drag reduction phenomenon.

*
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Institute of Fluid Mechanics (ISM)
Technische Universität Dresden, Germany

benedikt.tiedemann@tu-dresden.de

INTRODUCTION

Flotation is a highly complex process involving a wide

variety of physicochemical subprocesses. One of the most im-

portant subprocesses is the collision of mineral particles and

bubbles, because of its direct effect on the recovery and per-

formance of flotation [1]. In addition, collisions between pairs

of bubbles and pairs of mineral particles also play a vital role

in flotation dynamics. These collisions are a key factor in-

fluencing the trajectories and movements of mineral particles

and bubbles within the flotation cell. It is, therefore, vital to

know the frequency of these three types of collision events to

predict the behaviour and performance of flotation equipment.

Due to the high loading of the three-phase flows in flotation,

collisions are inherently difficult to study experimentally [2].

Furthermore, existing numerical approaches are limited and

their use is often very costly [3]. Therefore, a reliable model

for predicting the collision process is needed for computations

in an Euler-Euler framework or for use in global modelling of

flotation processes or in other multiphase flows.

PROPOSED COLLISION MODEL

Existing, widely used collision models are based on assump-

tions that are not really fulfilled in flotation [4, 5]. Thus, the

authors propose a new Integrated Multi Size Collision model

(IMSC). The IMSC provides an analytical description of the

collision kernel Γ in a turbulent, bidisperse suspension with

particles and/or bubbles of different sizes. Using a spherical

collision kernel, as proposed by Saffman and Turner [6], the

main modelling quantity is the root mean square radial rel-

ative velocity wrms between two representative particles of

class i and j. The proposed modelling framework extends,

refines, and combines proven and existing approaches for the

modelling of collisions [6, 8, 9]. Additionally, new items such

as consideration of swarm effects and an iterative drag cor-

rection are introduced. Figure 1 shows an overview of the

proposed IMSC model.

SIMULATIONS CONDUCTED

As a reference for validation, three-phase Direct Numerical

Simulations with mono-sized air bubbles and mineral particles

were performed. The continuous fluid phase is governed by

the unsteady, three-dimensional Navier-Stokes equations for

incompressible fluids discretized with a second-order finite-

volume scheme on a staggered, Cartesian grid.

Figure 1: Overview of the proposed IMSC model

Figure 2: Instantaneous snapshot of the reference case with

gravity as main driver of particle and bubble movement. The

contour depicts the vertical fluid velocity v. The number of

particles is reduced for better visibility.
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Air bubbles are modelled as rigid spheres represented by

their equations of motion and coupled to the fluid by the im-

mersed boundary method of Tischisgale et. al. [10]. The

solid particles are two-way coupled point particles with their

motion being governed by the sum of forces acting on them.

A representative region of a flotation cell was defined with a

size of 5.5 × 11 × 5.5 times the bubble diameter with triperi-

odic boundary conditions. Key influencing parameters for the

particle-bubble encounter were varied. This includes, but is

not limited to, the bubble diameter, the diameter of the min-

eral particles, particle and bubble concentration, as well as the

turbulence intensity. All parameters were chosen to match real

world conditions in mechanical flotation cells. An impression

of the results is provided in Figure 2.

A more detailed overview of the simulation setup is given in

Tiedemann and Fröhlich [11], together with results for a ref-

erence case. Further simulations, used for validation here, will

be presented in a forthcoming paper together with a detailed

analysis.

VALIDATION

Figure 3 shows the simulated and modelled particle-bubble

collision kernel. Simulation data for different parameter com-

binations and the corresponding results of the new model and

other models are shown. The new IMSC model fits both the

simulated collision kernel and the simulated relative velocity

substantially better than the reference models. All other mod-

els shown, drastically overpredict the collision kernel. Overall,

the proposed approach is promising for modelling of collisions

between collision partners of different sizes. The proposed

model is, hence, highly suitable for use in a wide range of

modelling and simulation approaches for flotation and multi-

phase flow applications. The final contribution will highlight

the proposed model in more detail, and show further valida-

tions, including literature data.

Figure 3: Particle-bubble collision kernels of DNS ( ),

Abrahamson [7] ( ), Saffman and Turner [6] ( ),

Zaichik et al. [12] ( ), IMSC ( )
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INTRODUCTION

Suspensions of fibers are a matter of great scientific inter-

est because of their importance in the production of paper [1],

their effectiveness as drag-reducing agents [2] and their rele-

vance in understanding the microplastics cycle in the oceans

[3]. The viscous theory of Jeffery [4] has been the founda-

tion in understanding how rigid fibers reorient when suspended

in turbulence, finding that these particles not only express a

preferential alignment within the flow but also filter out small-

scale contributions as their length becomes comparable to that

of the eddies in the inertial range [5, 6]. In several biologi-

cal and industrial applications, fibers are flexible and deform

within the flow [7]. The effect of flow rotation and strain on

the dynamics of flexible fibers is modified by the competition

between viscous and elastic forces, their ratio determining the

viscous-elastic number, B = (8πℓ4ρu2
τ )/(EY · π/4a4), where

ρ the density of the fluid, uτ the shear velocity, ℓ and a the

particle half-length and radius and EY the Young’s modulus

of the material. In a turbulent flow, flexible fibers are inter-

mittently stretched and compressed, depending on B but also

on their relative length with regard to the turbulent scales.

Sub-Kolmogorov flexible fibers suspended in Homogeneous

Isotropic Turbulence (HIT hereinafter) are stretched at most

times regardless of their bending stiffness, experiencing rapid

buckling as they tumble [8]. Instead, long and flexible fibers

start aligning inside eddies of comparable size [9] and respond

more or less coherently to these structures depending on their

bending stiffness [10]. In this study, we look at the rotations

and deformations of long and flexible fibers, especially focus-

ing on their bending dynamics. We will evaluate the influence

of the flexibility of the fibers (B >> 1) on their dynamics,

performing two-way coupled Euler-Lagrangian point particle

Direct Numerical Simulations of a turbulent channel flow.

PHYSICAL PROBLEM AND METHODOLOGY

We perform DNS of a pressure-imposed turbulent channel

flow laden with fibers in the two-way coupling regime. The

flow field u is calculated on an Eulerian grid by solving the

Continuity and Navier-Stokes equations:

∇ · u = 0 ,
∂u

∂t
+ (u · ∇)u = −∇P +

1

Reτ
∇2u+ f2w (1)

where ∇P is the equivalent pressure gradient that drives

the flow and f2w is the two-way coupling momentum term

determined by the fibers. The shear Reynolds number is

Reτ = ρuτh/µ = 300, 1200, being ρ the fluid density, µ

the fluid dynamic viscosity, uτ the shear velocity and h the

half-height of the channel. The computational domain is a

rectangular box of size L+
x ×L+

y ×L+
z = 4πReτ×2πReτ×2Reτ

in the stream-wise x, span-wise y and wall-normal z coordi-

nates, where the superscript
+

indicates wall units. The flow

equations are resolved following a classical pseudo-spectral

algorithm. Simulations are performed at imposed particle vol-

ume fraction Φ = 0.0001, by dispersing 2.5 million point-wise

rod elements of aspect ratio r = 5 in the turbulent chan-

nel flow. Their diameter and length are 2a+ = 0.36 and

2ℓ = 1.79. The latter is explicitly chosen to be comparable

to the Kolmogorov length scale of the unladen flow at the

wall ηk,w = 1.51, making viscous flow theory the best ap-

proximation to accurately model the drag force that the flow

determines on the point-wise rods [11]. Fibers are modelled as

chains of up to 40 sub-Kolmogorov inextensible rods intercon-

nected by holonomic constraints that enable relative rotation

of neighboring elements. The motion of each constrained rod

is computed in time using the Lagrangian approach described

in [12]. Fibers are classified according to their total length L+

0

and total aspect ratio rtot into short (L+

0
= 17.91, rtot = 50),

intermediate (L+

0
= 35.81, rtot = 100) and long fibers (L+

0
=

71.62, rtot = 200). The fiber Stokes number is defined as:

St+f =
2(a+)

2ρ+

9

rtot ln(rtot +

√

r2tot − 1)

√

r2tot − 1

, (2)

where ρ+ = 3 is the ratio between the density of the fibers

ρp and that of the fluid ρ. The characteristic time of the

fibers ([0.1; 0.11; 0.13]) is not particularly high, therefore the

resulting inertial effects should be secondary. Following [13],

the bending stiffness of the fibers is modelled as a torque acting

to align two constrained rods:

Y +

b =
πE+

Y a+
3

8r
cos

−1
(on · on−1)

on × on−1

|on × on−1

, (3)

where E+

Y = EY /(ρ2uτ ) is the dimensionless Young’s modu-

lus of the fibers and on is the orientation vector of the nth

rod of the given chain. Two different values of Young’s mod-

ulus will be considered in this study, determining stiff-less

(E+

Y = 0) and stiff (E+

Y = 10
4
) fibers. Short (B = 20.000),

intermediate (B = 320.000) and long (B = 5.120.000) stiff

fibers (E+

Y = 10
4
) as well as all the stiff-less chains (B ∼ ∞)

correspond to very flexible objects in a turbulent flow. The

hydro-dynamical disturbance determined by the point-wise

rods on the flow is restored through the Exact Regularized

Point Particle (ERPP) method [14], which required a compu-

tational grid made of Nx × Ny × Nz = 1024 × 512 × 513
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points at Reτ = 300. This corresponds to a grid resolu-

tion of

(

dx+
= dy+ ∼ 3.7; dz+max ∼ 1.8

)

wall units, allowing

us to set the regularisation time-scale of the ERPP method

to ǫ+R = 1.82/2 = 1.62. As a consequence, the rods infor-

mation is stored for ǫ+R/dt+ = 1.62/0.015 = 108 time-steps

δ+t before diffusing to the Eulerian grid discretizing the flow.

Initially, fibers are randomly dispersed into a fully-developed

turbulent channel flow, oriented along the stream-wise direc-

tion and fully stretched. Statistics are collected at steady state

every 7.5 t+ and averaged over 100 different samples, sorting

fibers according to their wall-normal position.

RESULTS

In this abstract, we focus on the tumbling rate of the flex-

ible fibers |ṅ| = ω × n, which is calculated by averaging the

rotational velocity ω and the orientation n among all the rods

of a chain. The statistics of the calculated tumbling rate are

displayed in Figure 1, for the Reτ = 300 simulations. By

considering only fibers that lie within 30 wall units from the

half-height of the channel, we compare their mean squared

tumbling rate 〈ṅ+ṅ+〉 to those of rigid fibers in Homogeneous

Isotropic Turbulence (HIT hereinafter), normalized by the lo-

cal Kolmogorov time scale τ+k and displayed against the fiber

length L+

0
relative to the local Kolmogorov length scale η+k

in panel (a) of figure 1. Interestingly, although the bulk of

the turbulent channel flow is not a region of perfect turbu-

lence isotropy, the influence of the walls on the considered

flexible fibers is not relevant as their mean squared tumbling

rate is comparable to experimental observations [5, 6] with

rigid fibers in HIT. This has been explained in terms of a

preferential alignment with the local vorticity and we spec-

ulate that the low bending stiffness of our chains does not

have an important influence on this phenomenology. There-

fore, flexible fibers do not correlate with turbulence as if they

were randomly aligned short rods (black dashed line) or had

a finite length (purple line), as modelled by Parsa & Voth

[5]. Moreover, the considered fibers are not long enough to

observe the filtering effect of small turbulent scales beyond a

Figure 1: Dimensionless mean squared tumbling rate 〈|ṅṅ|〉,

normalized by the local Kolmogorov time scale τ+k . Panel (a):

〈|ṅṅ|〉 against the stretched fiber length L+

0
, normalized by the

local Kolmogorov length scale η+k at the half-height of the tur-

bulent channel flow. The HIT models for randomly oriented

sub-Kolmogorov rods (dotted black line), randomly oriented

long fibers (solid purple line), the experimental results (empty

black exes and empty black stars) as well as their scaling law

(dashed grey line) are displayed for comparison. Panel (b):

〈|ṅṅ|〉 against the dimensionless wall normal coordinate z+.

certain relative length, well captured by the scaling expression

of Oehmke et al. [6] (dashed grey line), yet a relevant influ-

ence of the particle length is observed for the longest chains

(brown left triangles), whose mean squared tumbling rate is

higher when they are completely stiff-less (B = ∞). A clear

influence of the viscous-elastic number B emerges when we

display the normalized mean squared tumbling rate 〈ṅ+ṅ+〉

against the wall-normal coordinate z+ in panel (b) of Figure

1, comparing with the experiments of Shaik et al. [15] and

Alipour et al. [16] with rigid fibers (B ∼ 1) in a similar flow

geometry. Despite a general qualitative agreement, our results

indicate a remarkable influence of the particle deformability

(B >> 1) on the mean squared tumbling rate, which is higher

than what is observed for rigid fibers [15, 16]. Again, an influ-

ence of the particle length emerges only for the longest chains,

which tumble with larger dispersion at infinite B (brown left

triangles).

In the final paper, we will also discuss the effects of fluid

inertia on the forces and torques experienced by the fibers,

thus going beyond the commonly used Jeffery torques [4]. We

do this using the model proposed by [17] and study how incor-

porating fluid-inertial forces and torques affects the collective

dynamics of the fibers. We will examine the conditions un-

der which the inertial contribution becomes relevant given the

intermittent nature of the flow, comparing the drift time (of

typical order of a few periods of rotation) with the typical time

of the flow velocity fluctuations. We will show that the fibers

in the bulk of the flow orient with the local strain, align with

the vorticity - as in HIT - and experience a tumbling rate

comparable to that of rigid fibers. Near the walls, vorticity

orients with the spanwise direction while flexible fibers align

with the mean flow. This orthogonality determines a stronger

contribution of the flow rotation to the tumbling rate. The

most probable deformed shapes define a bi-variate probability

space, suggesting that two main deformation patterns exist:

eyelash bending and compressive buckling.
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INTRODUCTION

Microplastic (MP) fragments in the aquatic environment

are believed to be a major health concern to aquatic organ-

isms. When sampling methods are used to estimate MP loads

in a river, then several uncertainties arise, one of them is the

uncertainty in the vertical concentration profile. It is therefore

important to understand the impact of hydraulic conditions

on MP particles’ dynamics in surface waters. During their

ageing, MP particles are fragmented and can be found in a

wide range of particle diameters ranging from the nanome-

tre size to several millimetres. Furthermore, their density can

vary due to possible accumulation of biofilm around their core

which leads to (i) increasing sphericity of the particles and

(ii) a density tending towards the one water. For MP par-

ticles being smaller than the Kolmogorov length, the point

particle method is the method of choice. In exchange for the

model uncertainties, this type of numerical methods enables

us to predict the motions of many particles subjected to the

turbulence at a reasonable computational cost.

In the literature, it is well-documented that all of the hy-

drodynamic forces need to be considered in the dynamics of

(nearly) neutrally buoyant particles subjected to turbulence

[1, 2]. This is in contrast to the situation of the particles that

are significantly heavier or lighter than the transporting fluids,

where many of the hydrodynamic forces can be neglected. In

[3], a high sensitivity of the steady-state MP concentrations

to inclusion of certain forces was found. Our aim of this con-

tribution is therefore to document and analyse our findings to

serve as a guidance towards the future MP simulation works.

NUMERICAL METHODS & SIMULATION SET-UP

We perform open-channel DNS by means of the CFD code

MGLET, which solves the incompressible Navier-Stokes equa-

tions without any turbulence models.

A second-order central finite volume scheme is used to

discretise the equations based on a Cartesian staggered grid

arrangement, whilst a third-order low-storage Runge-Kutta

scheme [4] integrates in time. The projection method of [5] is

used to decouple the velocity/pressure computations, whilst

the resulting Poison problem is solved by a SIP solver [6].

One-way coupled point-particle approach is used to ap-

proximate the MP particle dynamics, in which the momen-

tum balance for a particle is modelled based on individual

forces, namely: buoyancy, fluid acceleration, Stokes drag,

Table 1: Flow simulation parameters

∆x
+, ∆y

+ ∆z
+
{min,max}

Nx ×Ny ×Nz ∆Tu
2
τ /ν

8.44, 4.22 0.9, 3.3 256 × 256 × 96 15310

added mass, and Basset history. Accordingly, the governing

equation of particle motions called Maxey-Riley equation can

be formulated (eqn. 1), where up,i is particle velocity in i-th

direction, ρp is particle density, ρf and ν are the fluid den-

sity and kinematic viscosity, gi is gravitational acceleration

that is nonzero in i ≙ 3, and u@p,j is the fluid velocity at

the particle location, and τp ≙ βd2p/(18ν) is the particle time-

scale. The Stokes term in eqn. 1 contains the so-called Faxén

correction, which takes into account the finite-size effect in

low particle Reynolds number (Rep) limit. Instead, the finite

Rep effect can be incorporated by replacing the expression by

CDRep

24τp
(u@p,i − up,i +

d2
p

24

∂2ui

∂x2

j

) where the drag coefficient CD

depends on Rep. In the current method, CD is set according

to [7]. The implementation of the history term is done via the

efficient second-order method of [8]. In the current set-up, all

of the above forces are expected to play non-negligible roles in

the dynamics of (nearly) neutrally buoyant particles subjected

to turbulence [1].

We consider an infinitely long/wide open channel turbu-

lence with a smooth bottom wall. The flow is realised by

doubly-periodic boundary condition in streamwise (x) and

spanwise (y) directions respectively, whereas in the wall-

normal direction (z), impermeable rigid free-slip and no-slip

planes represent the top and the bottom boundaries. Approx-

imation by the rigid free-slip implies that the Froude number

is at zero, therefore the friction Reynolds number Reτ ≙ uτh
ν

solely characterises the flow, where uτ is the friction veloc-

ity, which is defined as uτ ≙ (τw/ρf)0.5 with the average wall

shear stress τw, and h is the channel full height. Due to the

high computational effort required for DNS, a relatively low

Reynolds number flow Reτ ≙ 180 is simulated in a numerical

domain of ∥Lx, Ly , Lz∥/h ≙ ∥12,6,1∥ (see also table 1).

On the other hand, the following particle-related dimen-

sionless numbers describe the dynamics, namely a dimen-

sionless particle diameter d
+
p ≙ dpuτ /ν, the Stokes number

St ≙ β
18
( dpuτ

ν
)2, and the Galileo number Ga ≙

√∣1 − β∣gd3p/ν,
where β ≙ ρp/ρf . In this study the density ratio is fixed at

β ≙ 0.95, whereas nine configurations in the St–Ga parame-

ter space are chosen (St ≙ {0.05,0.5,5}, Ga ≙ {0.316,1,3.16}),
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dup,i

dt
≙ ρp − ρf

ρp
gi

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
buoyancy

+ ρf

ρp
(∂ui

∂t
+ u@p,j

∂ui

∂xj
)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
fluid acceleration

+ 1

τp

⎛
⎝u@p,i − up,i +

d
2
p

24

∂
2
ui

∂x2

j

⎞
⎠

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Stokes drag

+ ρf

2ρp

d

dt

⎛
⎝u@p,i − up,i +

d
2
p

40

∂
2
ui

∂x2

j

⎞
⎠

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
added mass

+ dp

2τp

∫ t
0

d

dt
(u@p,i − up,i +

d2
p

24

∂2ui

∂x2

j

)
√
πν(t − τ)

dτ

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Basset history

(1)

based on the order of magnitude analysis in [3].

PRELIMINARY RESULTS

In figure 1, the vertical distributions of the steady-state

particle concentration of the cases with St ≙ 5 are shown. As

discussed in [3], when all the forces are included, the mean

concentration profiles show largely homogeneous distributions

in this largest Stokes number group (green lines in figure 1),

which is especially true for the lower Ga cases. At the largest

Ga (case I), a slight accumulation of particles can be observed

towards the free surface, together with a noticeable concen-

tration reduction near the bottom wall. Moreover, so-called

turbophoresis —migration of light inertial particles towards

the regions of lower turbulent diffusivity [9]— can be observed

specifically in the case G.

By alternating the force combinations, this turbophoresis

appears even at more exaggerated intensities for all the cases

in this St group when the fluid acceleration term is excluded

(see blue and yellow lines). Notice that this pseudo-physical

turbophoresis emerges not only near the bottom no-slip wall,

but also in the vicinity of the free surface. On the other hand,

if we consider all the forces except the history term, the appar-

ent turbophoresis disappears entirely, and it only re-appears

in the case G once the history term is incorporated.
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(a) Case G (St = 5, Ga = 0.316)

(b) Case H (St = 5, Ga = 1)

(c) Case I (St = 5, Ga = 3.16)

Figure 1: Mean particle concentration over the flow depth

Cp(z), normalised by the bulk concentration Cp0. Differ-

ent colours/symbols represent the modelled force combina-

tions being included. In addition to buoyancy term, the

following terms are included for: “simple”, Stokes; “all”, all

terms except Basset history term; “no fluidacc”, “all” except

fluid acceleration; “no added mass”, “all” except added mass;

“all with basset”, “all” and Basset history
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INTRODUCTION

The settling of particles in a fluid is a process in which hy-

drodynamic forces and contact forces are coupled in a very

complex fashion. These type of flows present a challenge

for the scientific community, independently on the particu-

lar approach: experiments, theory or numerical simulations.

However, direct numerical simulations have gained popular-

ity in the last decades because of the establishment of non-

conforming grid algorithms and the increased computational

power available in supercomputing centers.

One of the main issues when simulating particles settling

under gravity is that the vertical velocity of the particles is not

known a-priori. Therefore, one must find a way to overcome

the fact that particles could, eventually, leave the computa-

tional domain. One possible solution is to solve the governing

equations on a grid which is moving at some predetermined

translational velocity. This is typically used by the group of

Dušek for single particles [1, 2] and can also implemented for

many particles. However, we aim for an algorithm with which

obtain a similar behavior as when using a non-inertial refer-

ence frame (track the particles), but using an algorithm based

in an inertial reference frame. Therefore, we will restrict our

discussion to algorithms in which the governing equations are

solved in an inertial reference frame

When dealing with few particles, authors use different ap-

proaches to overcome the issue of keeping the particles inside

the computational domain: some use very large computational

domains [3] to accommodate the vertical displacement of the

particle, and others use good estimations of the vertical veloc-

ity together with small adjustments of the problem parameters

[1]. The former is hardly extendable to many particles because

of the increased computational cost associated with an extra

large domain. Regarding the latter, its main inconvenience is

that it is heavily based on experience and lacks of a systematic

approach. Furthermore, in both approaches the integration

time is somehow constrained either by the finite size of the

domain in the vertical direction or because small drifts can

lead to large displacements for long time intervals.

If the number of particles in the problem is increased the

above-mentioned techniques are not sufficient and the major-

ity of the authors rely on a triply periodic configuration, where

particles are always by definition inside the computational do-

main. This approach presents clear advantages, but there are

also some inconveniences like the influence of periodic repeti-

tions in the vertical direction (see the work of Kajishima [4]

for a detail analysis of this issue in the case of a single parti-

cle). The influence of periodic repetitions is aggravated when
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Figure 1: a) Sketch of the problem with the global (x,y,z)

and observer (xo, yo, zo) reference frames. b) Computational

setup.

particles form clusters, whose size is typically very large and

can fill, in the context finite-size direct numerical simulations,

the entire domain. As a result, the solution is strongly cor-

related and we cannot, for example, analyze cluster dynamics

once these are of the size of the computational domain.

In the talk we present an algorithm to track the particles

by an iterative update of the configuration when solving the

governing equations in an inertial reference frame. We be-

lieve that the proposed algorithm would be beneficial for the

scientific community to solve problems with moving particles,

without having to modify their already working implementa-

tions.

METHODOLOGY

We consider the settling of a set of particles under the ac-

tion of gravity in an unbounded domain. The flow is assumed

to be incompressible and the fluid Newtonian with density

ρf and kinematic viscosity ν. Each particle is a rigid sphere

of uniform density ρp with diameter D. The algorithm uses

two inertial reference frames which we refer as global and ob-

server, respectively. The global reference frame is defined as
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Figure 2: Time history of a) the vertical position of the particle

in the observer reference frame versus the time scaled with

the observer velocity U and b) the particle Reynolds number

versus the time scaled with the gravity-scaled velocity Ug , for

a single particle with ρ̃ = 1.5 and Ga = 121.

the frame in which the fluid velocity is zero in the absence

of particles and its vertical axis, z, is given by the unit vector

ez = −g/g, where g = |g| is the magnitude of the gravitational

acceleration vector g (see Figure 1a). The observer reference

frame is aligned with the global reference frame, but trans-

lates with a velocity U = −Uez with respect to it. We then

proceed to solve the Navier-Stokes equations for the flow and

the Newton-Euler equations for the particles in the observer

reference frame (see Figure 1b). The success of the algorithm

can be summarized in finding a very good approximation the

time-averaged mean settling velocity of the particles ⟨wp⟩pt.

Making U = ∥⟨wp⟩pt∥ will allow for very long time intervals.

In the talk we will discuss the details of the method.

RESULTS

As a validation case we first analyze the settling of a single

sphere with density ratio between the particle and the fluid

ρ̃ = ρp/ρf = 1.5 at a Galileo number Ga = UgD/ν = 121

inspired by the work of Uhlmann & Doychev [1], where Ug =
√

(ρ̃− 1) gD is a gravitationally-scaled velocity. We release

the particle from rest and thanks to the proposed algorithm

we track the evolution of the particle incurring in minimum

errors (to be discussed in the talk). This case shows a verti-

cal steady regime fully characterized by the particle Reynolds

number ReD = −wpD/ν, where wp is the settling velocity of

the particle in the global reference frame. The vertical posi-

tion of the particle in the observer reference frame, zp,o, is

shown together with ReD in Figure 2.

As a proof of the success of the algorithm we also show

results for a case with with 1791 particles in a computational

domain of [42.7 × 42.7 × 128]D3
in which particles the same

density ratio (ρ̃ = 1.5), but the Galileo number Ga = 178 is

such that a single particle follows a steady-oblique path and

many particles do form clusters in a triply periodic configura-

g
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Figure 3: a) Initial and b) final state of a many-particles sim-

ulation with ρ̃ = 1.5, Ga = 178 and an initial uniform particle

distribution of ⟨φ⟩xy = 5·10−3
. In b) the particles are coloured

by their settling velocity in the observer’s reference frame.

tion [5]. Figure 3 shows one snapshot of the initial condition

(particles uniformly distributed with a horizontally-averaged

solid volume fraction of ⟨φ⟩xy = 5 · 10−3
along a length of

approximately 100D), and a final state where it can be seen

that the particle distribution clearly differs from the initial

solution.
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INTRODUCTION

A prediction of aerodynamic coefficients on road vehicles is

crucial for an efficient design and optimization process. One

critical aspect of CFD modeling is the selection of turbulence

models, which play a important role in accurately capturing

the complex flow phenomena around vehicles. The objective

of the Automotive CFD Prediction Workshop is to assess the

predictive capability of CFD codes for road-cars geometries.

The third edition of this workshop held at Barcelona in 2022

and two test-cases were studied: the Windsor body at yaw

and the notchback version of the DrivAer.

For this workshop, several meshes were generated by the

organizing committee. But the solution was not mesh-

converged, despite the fine mesh generated, 197 million cells.

One solution may be to use automatic grid refinement and vary

its parameters to converge into a mesh. Automatic grid refine-

ment algorithms dynamically adapt the mesh based on the

local flow conditions, concentrating computational resources

where they are most needed. This adaptive approach allows

for a more accurate representation of critical flow features

without unnecessarily refining regions where the flow is rel-

atively simple.

TEST CASE

In this paper, the so-called Windsor is considered, see Fig-

ure 1. This model preserves the dimensions and aspect ratio

of the Ahmed body but also presents a slanted front-end that

is more representative of passenger cars. The model is 1.04425

m in length (L), 0.288 m in height (H) and 0.290 m in width

(W), supported by four cylindrical struts of 50 mm in diame-

ter. The ground clearance (G) is 0.050 m. The frontal area is

rounded to be 0.112 m
2
. The reference length used for pitching

moment is the wheelbase 0.6375 m. The model has its origin

on the ground plane, in the symmetry plane midway between

the feet. The coordinate system has X in the streamwise di-

rection, Z upwards and hence positive Y is towards the right

of the model. The model is yawed by -2.5 degrees around the

Z-axis. The forces and moments are in the coordinate system

of the yawed model. The inlet velocity condition is U∞ = 40

m/s which corresponds to a Reynolds number, based on the

vehicle length, of 2.9×10
6
. Measurements were taken at the

Loughborough University wind tunnel by Varney [1].

FLOW SOLVER

Figure 1: Windsor model squareback.

The in-house solver ISIS-CFD developed by CNRS and

Centrale Nantes, also available as a part of the FINE™/Marine

computing suite worldwide distributed by Cadence Design

Systems, is an incompressible multiphase unsteady Reynolds-

averaged Navier-Stokes (URANS) solver mainly devoted to

marine hydrodynamics. It is based on a fully-unstructured

(face-based) finite volume discretization with specific function-

alities needed for multiphase flows [2, 3].

The method features several sophisticated turbulence mod-

els: apart from the classical two-equation k-ǫ and k-ω mod-

els, the anisotropic two-equation Explicit Algebraic Reynolds

Stress Model (EARSM), as well as Reynolds Stress Trans-

port Models (RSTM), are available [4, 5]. Hybrid RANS/LES

turbulence models based on Detached Eddy Simulation (DES-

SST, DDES-SST, IDDES-SST) are also implemented and have

been thoroughly validated on automotive flows characterized

by large separations [6] and ships at steady drift [7]. All mod-

els are available with wall-function or low-Reynolds near wall

formulations.

Moreover, the solver accepts sliding and overset grids and

features an anisotropic adaptive grid refinement functional-

ity [8, 9] applied to unstructured hexahedral meshes. The au-

tomatic grid refinement performs by local division of meshes.

The decision where to refine is based on a metric refinement

criterion, a tensor field computed from the flow. The tensor

is based on second derivatives of the flow variables. The re-

finement criterion is the flux-component Hessian. The grid is

refined until the dimension of each cell satisfy the threshold

Tr.

NUMERICAL SIMULATION SET-UP

The computational domains extends from X = -5 m to X

= +6 m. The model nose is located at X = -0.56 m and the

base at X = +0.48 m. The width and height of the domain

matches the wind tunnel for which the cross section is 1.92 m

wide × 1.32 height.

In this paper, two types of mesh are used. The first mesh is
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generated by the organizers of the workshop AutoCFD 3 using

the trimmer mesh and prism layer approach from Simcenter

STAR-CCM+. Three grids are created: baseline g2, coarse g1

and fine g3. All three meshes have the same wall normal grid

spacing and prism layer thickness and vary the number of cells

by adjusting all other cell dimensions consistently. The second

mesh is generated by using Fidelity™. This mesh is similar to

the coarse mesh proposed by the organizers of the workshop.

Then the automatic grid refinement is used from this mesh.

To obtain several meshes, the value of the threshold Tr is

modified which is in the range Tr ∈ [0.4L, 0.025L] for coarse

to fine grids.

RESULTS

Figure 2 shows convergence of the aerodynamic coefficients,

drag coefficient see Figure 2a and lift coefficient see Figure 2b,

for both sets of meshes. The characteristic mesh size is com-

puted as h = N
-1/3

, where N is the number of cells. A first

observation is that all simulations underestimate the coeffi-

cient obtained in the experiments. These results are consistent

with those presented during the workshop using the same

turbulence models. A second observation is the converged

solution for the aerodynamic coefficient depends on the tur-

bulence model. With the k-ω SST turbulence model, both

mesh types converge to the same solution. However, the solu-

tion obtained with automatic mesh refinement converges much

faster. The difference in drag between the two final solutions

is 0.8%. However, only 15.1 million cells, mesh Tr = 0.1L, are

used with the adapted mesh instead of the 197.5 million cells,

mesh g3, of the committee mesh. With the DDES-SST and

IDDES-SST models, the solution is not yet converged with

the committee meshes while using the automatic grid refine-

ment, the solution converges towards a mesh with 24.7 million

cells for the DDES-SST and 27.8 million cells for the IDDES-

SST, mesh Tr = 0.2L. The use of automatic mesh refinement

allows to converge faster in mesh.

(a) Cd (b) Cl

Figure 2: Grid convergence of aerodynamic coefficients.

Figure 3 presents a comparison of the base pressure co-

efficient, Cp. For a given turbulence model, the solution is

mesh-independent. The flow predicted with the k-ω SST tur-

bulence model is not in agreement with the experiments. The

shape of the RANS contours is different from the experiment

and it is indicative of a toroidal vortex structure in the wake.

With the hybrid RANS/LES models, the base pressure is in

agreement with the experiment. However, the Cp level on the

leeward side is overestimated.
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INTRODUCTION

Despite growing computational resources, large eddy simu-

lations (LES) as a tool to conduct aerodynamic assessments of

turbomachinery blade profiles at relevant Reynolds numbers

are often limited to single-row, single-passage simulations, es-

pecially if end walls are present [1]. A pure LES of a blade

row passage requires boundary conditions of either numeri-

cal or experimental origin which closely match the physical

conditions present in the surroundings of the blade. Due to

the inherently unsteady nature of multi-stage turbomachin-

ery applications, those conditions are time-dependent, which

complicates the assessment of the blade profile in a multi-stage

context.

In fact, steady simulations are still widely used in industrial

contexts for design processes of multi-stage configurations.

The mixing plane approach [2], which couples adjacent blade

rows by exchanging circumferentially averaged radial profiles,

is a well established method to obtain a steady, single-passage

solution in each blade row. However, the usage of the mixing

plane method can be extended to provide interface conditions

for a LES domain of a blade row embedded in Reynolds av-

eraged Navier–Stokes (RANS) blade row domains. A method

for this two-way axial coupling of RANS and LES domains in

turbomachinery via a mixing plane approach is presented in

this paper.

The presented method of embedded LES is seen as an alter-

native to pure LES of a single blade with prescribed, steady

inlet and outlet boundary conditions and as a step towards

scale-resolving multi-stage investigations. The method aims

to overcome predictive deficits of multi-stage RANS simula-

tions and to provide in depth flow physics insights of the blade

profile of interest by utilizing LES capabilities while keeping

the computational cost manageable.

NUMERICAL METHODOLOGY

The presented zonal hybrid RANS-LES simulations are

conducted by utilizing the multi-block structure of DLR’s

turbomachinery flow solver TRACE. This structure allows

to solve either the RANS or LES governing equations in a

specified block group. For both approaches, a second order

accurate finite volume (FV) discretization method is used,

where Roe’s numerical flux is added to the central flux by

a fraction of φ = 10
−

3. In unsteady block groups time in-

tegration is achieved by deploying an implicit Runge-Kutta

method of second order accuracy.

Following the mixing plane approach, the sub-domains are

coupled by exchanging radial profiles. While instantaneous

profiles of the steady RANS mixing plane sides are exchanged,

an exponential moving average (EMA) technique is applied

to the profiles obtained at the LES sides of mixing planes.

The smoothing factor of the temporal EMA is defined in each

radial band of the mixing plane and based on a band-wise

time scale α∆/
√
km, where α is a user-provided pre-factor, ∆

is the grid size characteristic for the band and km the mean

kinetic energy of the band.

In addition to the flow state and direction, the turbu-

lence state is required at inlet boundaries of the multi-domain

method. In particular, the necessary input information to

the synthetic turbulence generator (STG) [3] deployed at the

inlet of the LES need to be obtained from the upstream

RANS domain. Depending on the type of turbulence model

used in the upstream RANS domain, the required radial pro-

files of Reynolds stresses are either inputted directly from

the RANS mixing plane side into the STG or are assumed

to be isotropic and reconstructed from the turbulent kinetic

energy k (TKE) modeled on the RANS side. Required as ad-

ditional STG input, the turbulent length scale is computed

as lt = k1/2/(Cµω), where Cµ = 0.09 and ω is the turbu-

lent dissipation rate of the RANS model. While radial profiles

are exchanged at every time step, the input to the STG is

updated in user-defined intervals by averages of the radial pro-

files within the time step interval. To avoid spurious waves

originating from the STG, the bulk state is kept constant

throughout the simulation. To complete the RANS to LES

interface, radial profiles of the static pressure are prescribed

to the upstream RANS side by the LES side.

The mean flow state required at an downstream RANS side

of a zonal interface is obtained by circumferentially averaging

and applying the temporal EMA technique to the upstream

LES side of the mixing plane interface. The required bound-

ary values for the RANS turbulence model are reconstructed

from the LES by using the resolved TKE or Reynolds stresses

and the mean strain rate tensor [4]. Instantaneous radial pro-

files from the RANS side are used to set an outflow boundary

condition on the LES side.

VALIDATION VIA TURBULENT CHANNEL FLOW

The proposed zonal coupling method is validated by sim-
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RANS (Wilcox stress-ω)

LES (WALE)

RANS (k-ω SST)

Figure 1: Instantaneous flow field of a LES domain embedded in an upstream and downstream RANS domain of a turbulent

channel. The domains exhibit varying spanwise extent (pitch) and are 2-way coupled via mixing planes at the zonal interfaces.

ulating fully developed turbulent flow of Reτ = uτ δ/ν = 590

in a plane channel, where uτ =

√
τw/ρ is the friction ve-

locity with τw as the wall shear stress and δ is the channel

half-height. The domain is split into an upstream RANS zone

deploying the Wilcox’s stress-ω full Reynolds stress model, a

middle section simulated in explicit LES using the WALE SGS

model and a downstream RANS region, where the k-ω SST

model is used, as shwon in Fig. 1. Comparisons with DNS

results in Fig. 2(b) indicate a development length of the re-

solved and modeled TKE behind the RANS to LES and LES

to RANS interface. The overestimation of the TKE peak in

the LES zone can be attributed to overestimating the stream-

wise normal Reynolds stress [5].

PLANNED APPLICATION TO A 1,5-STAGE TURBINE

For the final paper of the DLES 14 workshop, an application

of the zonal method to the 1.5-stage Aachen turbine [7] is

planned. While the stators in rows 1 and 3 will be simulated as

RANS domains, an LES with an STG applied in the rotational

reference frame will be used for the rotor in row 2.
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Figure 2: Profiles of streamwise velocity (a) and turbulent

kinetic energy (b) at various downstream positions of the chan-

nel. Dotted lines indicate profiles in the upstream RANS zone,

solid lines LES profiles and dashed lines profiles of the down-

stream RANS region.
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INTRODUCTION

Recently, the development of CFD solvers featuring high-

fidelity turbulence modeling capabilities has focused on the

reliable reproduction of the prominent physical phenomena

and on the mimicking of relevant properties of the continuous

problem at the discrete level. In incompressible flow compu-

tations, for example, one of the most sought-after features is

the preservation of kinetic energy, pursued in the sense that

the discretization of the convective term should be guaran-

teed not to alter the balance of kinetic energy in the case

of passive boundary conditions. Indeed, wavenumber Fourier

analysis of the Navier Stokes equations shows that the con-

vective term causes redistribution of kinetic energy among

different wavenumber modes, without being dissipative. Sim-

ilarly, the key property that a modification of the irrotational

part of body forces only affects the pressure, leaving the veloc-

ity field unaltered, has been demonstrated to be closely linked

to the discretization of the divergence free constraint. Con-

textually, an estimate of the velocity independent of both the

pressure and the viscosity can be attained.

From the numerical formulation viewpoint, the develop-

ment of Hybrid High-Order (HHO) and Hybridizable Discon-

tinuous Galerkin methods (HDG) has provided a new ground

to pursue the development of high-fidelity computational mod-

elling tools for turbulent flows. As opposite to DG, which

solely employs broken polynomials on the mesh, HHO and

HDG methods are based on degrees of freedom that are broken

polynomials on the mesh and on its skeleton. Hybrid formu-

lations allow to reproduce key continuous properties at the

discrete level by introducing physics dependent local recon-

structions of discrete operators. Relevant features are 1) local

(element-by-element) conservation of physical quantities, 2)

increased convergence rates thanks to higher-order stabiliza-

tion terms penalizing face residuals, 3) robustness with mesh

distortion and grading 4) reduced memory footprint of Jaco-

bian matrix operators as compared with DG.

The latter feature is of crucial practical importance in the

context of implicit time integration strategies. Since the face

based stencil of HHO and HDG consist of all mesh faces be-

longing to the boundary of the two elements sharing the face,

elemental degrees of freedom can be eliminated by comput-

ing the Schur complement. As a result, Jacobian matrices are

sparse block matrices whose block size is driven by the dimen-

sion of polynomial spaces in d−1 variables when considering

a d-dimensional flow problem. Accordingly, when accuracy

is improved by means of higher-degree p-type expansions, the

number of Jacobian matrix non-zero entries grows slower than

DG methods, thereby reducing the computational cost asso-

ciated to matrix-vector products as well as matrices memory

footprint.

Among the two Hybrid High-Order formulations of the in-

compressible Navier-Stokes equation we recently proposed in

[1] the, so-called, HHO-Hdiv formulation is kinetic energy pre-

serving and pressure-robust but fails in the inviscid limit, and

the, so-called, HHO-HLL formulation is able to cope with the

incompressible Euler equations but is based on a inherently

dissipative Godunov flux for pressure-velocity coupling. In

this work we propose to further improve the aforementioned

HHO discretizations with the goal of devising a numerical

scheme that is capable of dealing with high-Reynolds tur-

bulent flows and provides trustworthy reproduction of the

phenomena involved in the energy cascade. In particular, we

plan to replace the Harten, Lax and van Leer (HLL) approx-

imated Riemann solver of HHO-HLL with an exact Riemann

solver for the artificial compressibility perturbation of the Eu-

ler equations devised by Bassi, Massa, Botti and Colombo [2].

Based on the experience with Godonuv fluxes in the context of

DG methods, we ought to further reduce dissipation without

compromising robustness in the inviscid limit. Alongside, we

also plan to investigate the lack of robustness of HHO-Hdiv in

the inviscid limit, the scheme is based on the non-dissipative

skew-symmetric convective term formulation introduced by

Botti, Di Pietro and Droniou in [3] and the pressure-velocity

coupling proposed by Rhebergen and Wells in [4].
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INTRODUCTION

Equilibrium wall functions are widely used in wall-modelled

large eddy simulation (LES) due to its simplicity and low

computational cost. Unfortunately, equilibrium models have

problems to predict wall shear stress distributions for com-

plex flows with pressure gradients, acceleration, deceleration

or separation of the flow. To take non-equilibrium effect into

account, Stratford [1] suggested that the velocity profile near

the wall must be described by both the wall shear stress veloc-

ity scaling uτ =
√

|τw|/ρ and the pressure gradient velocity

scaling up = ( ν
ρ
| ∂Pw

∂x
|)

1

3 , where ρ is the density of flow, Pw

is the wall pressure and ν is the kinematic viscosity. Manhart

et al. [2] proposed a model for the viscous sublayer that takes

both contributions into account. Later Duprat et al. [3] ex-

tended this model and made it applicable to the inertial layer.

Shih [4] on the other hand proposed to express the velocity

profile as the superposition of the asymptotic solutions for

zero pressure gradient and zero wall stress boundary layers,

respectively, which are based on Tennekes and Lumley [5].

In the present study, we revisit the model of Shih [4] and

test it in an a priori way along the windward side of a hill

at which a strong acceleration of the flow leads to large wall

shear stresses. We evaluate how well the velocity profiles of

Shih’s model fit with the experimental data obtained by PIV

measurements [6] along the windward side of the hill at Reh =

10.595.

METHODOLOGY

By matching the wall functions of the viscous, buffer, and

inertial layers, the simplest dimensionless forms at zero pres-

sure gradient and zero wall stress were suggested by Spalding

[7] and Shih [4], respectively:

Y
+
τ =U

+

1
+ exp (−κC)

[

exp
(

κU
+

1

)

− 1− κU
+

1

−
1

2

(

κU
+

1

)2

−
1

6

(

κU
+

1

)3
] (1)

and

(
Y

+
p

)2
= U

+

2
+exp (−2α/β)

[

exp
(

U
+

2
/α

)

− 1− U
+

2
/α

]

(2)

Here, U+

1
depends solely on the wall stress τw/ρ, and U

+

2
is

associated with the pressure gradient. Since the profile of the

total velocity U varies with the ratio of the pressure gradient

velocity up to the wall stress velocity uτ , the proportionality

coefficient λ is first defined as follows:

λ = −
Ut · ∂Pw/∂sw

|Ut · ∂Pw/∂sw|

up

uτ
(3)

For a favourable pressure gradient the sign of λ is positive and

for an adverse pressure gradient it is negative. By substituting

Yp
+ = λYτ

+ into Eq. (2) the velocity U2
+ can be determined.

Then we can obtain the dimensionless velocity U+ as:

U
+ =

U

uτ
= U1

+ − λU2
+ (4)

The profiles of U+ over Y +
τ under the influence of favorable

pressure gradients are plotted in Fig. 1 for α = 5 and β = 8

which are the asymptotic profile parameters for high Reynolds

number zero wall stress profiles [5]. Compared to the zero pres-

sure gradient law of the wall, the velocity profiles are shifted

upwards by an adverse and downwards by a favourable pres-

sure gradient. Under favourable pressure gradient conditions,

the velocity profile develops an undulation with a local max-

imum and a subsequent minimum in the buffer layer. As for

the effect of adverse pressure gradients, the profiles of U+ over

Y
+
τ are shifted upwards, which will be shown in the presenta-

tion.
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Figure 1: Effect of both favorable pressure gradients on the

near wall flow (α = 5, β = 8).
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A priori validation with flow over periodic hill

Experimental velocity data around the windward side of the

hill at Re = 10595 (Quosdorf et al. [6]) are used to evaluate

the wall function in an a priori way. In Fig. 2 we compare

velocity profiles of U2 scaled in terms of up to Eq. 2. From the

figure, we can conclude that the profile of the velocity U2 does

follow a logarithmic law when upy/ν is greater than a certain

value. However, compared to the profile of Eq. 2 with β = 8,

the slope of the experimental curve in the logarithmic region is

the same, but shifted downwards. If the constant β is reduced

to 3, it would fit the experimental data more accurately.
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Figure 2: Profile of U2
+ with Yp

+, Re = 10595, x/h =

8.0, 8.1, 8.2.

Next, the profiles of the dimensionless velocity U/uτ ob-

tained from experimental data [6] over uτy/ν at several po-

sitions around the windward side of the hill are presented.

Since Fig. 1 has already shown that the total velocity profile

varies with different ratios of λ, the distribution of λ along the

lower wall needs to be clarified first. In Fig. 3, we calculated

the distribution of λ along the lower wall using the wall shear

stress and pressure obtained from a wall-resolved LES results

(the simulation will be introduced in the presentation) of the

present work. It is evident that the value of λ remains rela-

tively constant around 0.4 within the range 7.8 < x/h < 8.6.
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Figure 3: Distribution of λ along the lower wall

Wall normal profiles of U/uτ with uτy/ν obtained from the

experiment [6] at x/h = 8.0, x/h = 8.1 and x/h = 8.2 are pre-

sented in Fig. 4. The wall function of zero pressure gradient

as well as the original and modified wall functions at λ = 0.4

and λ = 0.45 are also depicted in the same figure. The mea-

sured velocity profiles deviate strongly from the zero pressure

gradient law of the wall, indicating a strong effect of the pres-

sure gradient. The original function (β = 8) overestimates the

impact of the pressure gradient, whereas the modified function

(β = 3) aligns well with the experimental data.
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Figure 4: Profile of U+ with Yτ
+, Re = 10595, x/h = 8.0,

x/h = 8.1 and x/h = 8.2.

This evaluation demonstrates that in the situation consid-

ered, the functional form of the model is able to represent

the velocity profiles which are strongly influenced by the

favourable pressure gradient. And it was confirmed in sub-

sequent simulations. However, it is necessary to adapt the

constants to the particular flow situation to avoid undulations

in the modelled profiles and to adapt the constant in the log-

arithmic part of the ”pressure gradient” profile U2. In the

presentation, we will have a deeper dive into other positions

and a higher Reynolds number Reh = 37.000.
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INTRODUCTION

Turbulent flows play an important role in numerous en-

gineering applications, involving the transport and mixing of

fluids. A fundamental characteristic of turbulence is in fact the

increment of mixing velocity, rate of mass transport, momen-

tum and energy inside the fluid. However, since a turbulent

flow is also associated with an increased drag, the reduction of

this term represents one of the most active areas of research

because it would permit a remarkable energy saving [1]. In

1948 Toms [2] discovered that by adding a small amount of

polymers in a fully developed turbulent pipe flow, a decrease

of the pressure drop was generated as a direct consequence of

the reduction of the friction [3]. In the latest years, thanks

to the development of High Performance Computing (HPC),

Direct Numerical Simulation (DNS) assumed a central role, al-

lowing a more detailed analysis of the mechanical interaction

between polymers and turbulence structures, an interaction

that the experiments cannot fully characterise. Defining a

model that could replicate the experimental conditions in the

simulations, is thus of fundamental importance, to better in-

vestigate the phenomenology of DR [4].

GOVERNING EQUATIONS

In the numerical simulations, polymers are modeled as

dumbbells, made of 2 beads, connected by a spring [5]. Each

bead is considered inertialess and is subjected to a friction

force from the side of the solvent, a random Brownian force

and an elastic force. Starting from the Newtonian balance of

forces for each bead it is possible to obtain a non-dimensional

equation for the polymer centre xc and the connector vector

r evolution

dx
j
c

dt
=

u1
j + u2

j

2
+

√

a2

3Wi

ϵ
1 + ϵ

2

2

drj

dt
= u2

j − u1
j +

1

Wi

rj

1−
rj2

L2

+

√

a2

3Wi
(ϵ1 − ϵ

2)

. (1)

In eq. (1), u2
j and u1

j represent the bead velocity of the j-th

polymer, a its equilibrium length in a quiet solvent, Wi the

Weissenberg number (ratio between the polymer relaxation

time and a characteristic time scale of the flow), L the polymer

contour length and ϵ1 and ϵ2 the Brownian term for the beads

setting the equilibrium configuration in a still solvent. The

term

f =
1

1−
rj2

L2

is used to impose a finite extensibility for the spring (FENE

model) [6].

These equations are coupled with the Navier-Stokes equa-

tion for an incompressible flow:

∇ · u = 0

∂u

∂t
+∇ · (u⊗ u) = −∇p+

1

Re
∇2u+ F

(2)

where u is the fluid velocity, k is the spring stiffness p is the

pressure. F is the polymer forcing on the solvent and, given

the friction coefficient γ of the beads, is expressed as follows

F =
γ

2Wi

Np∑

j=1

rj

1−
rj2

L2

[δ(x− x1
j )− δ(x− x2

j )] . (3)

All the equations presented above are in the dimensionless

form, obtained used as reference quantities the pipe radius R̂,

the kinematic viscosity ν̂, and the bulk velocity Ûb.

The system of equations is discretized on a staggered grid

with cylindrical coordinates (r, θ, z), a second-order scheme

in space and a semi-spectral projection method are used to

impose the solenoidality of the velocity field. Temporal in-

tegration is performed by means of a four-step third-order

Runge-Kutta scheme. Given the discrete representation of

Figure 1: Snapshot of the velocity magnitude in the pipe at

Reτ = 1000.
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Figure 2: Axial mean velocity profile Uz as a function of the

normalized distance from the wall y+, in the case of a Newto-

nian fluid and a polymer solution.

polymers as two pointwise beads, F is singular and it is nec-

essary to apply the ERPP method to regularize it [7] in a

physically consistent way. The system can be directly solved

through Direct Numerical Simulations with no need for turbu-

lence models; the grid points are homogeneously distributed

in the azimuthal and axial directions while in the radial one a

higher resolution is ensured close to the wall where the largest

gradients of velocity are expected.

DNS OF A POLYMERIC SOLUTION AT Reτ = 1000

In 2023, Leonardo, hosted by Cineca, classified in the 4➦ po-

sition among the most powerful supercomputers in the world

has been made available in the preproduction phase for cal-

culations on the DR problem. With a computational power

of 255 PetaFLOPS, it is a fundamental resource, to model,

simulate, and thus help understanding the complex interac-

tion phenomenon between polymers and the turbulent field.

Thanks to High Performance Computing it is possible to con-

duct numerical simulations of polymeric solutions at high

values of Reτ = Ruτ/ν, where R is the pipe radius, ν is

the solvent kinematic viscosity, uτ =
√

τw/ρ the friction ve-

locity (τw is the the shear stress at the wall and ρ the fluid

density). The use of HPC allows exploiting the hybrid Eu-

lerian–Lagrangian approach summarised above, considering

very large number of polymers to match the concentrations

used in the experiments. In particular, a drag-reducing poly-

mer solution in a turbulent pipe flow at a friction Reynolds

number of Reτ = 1000 is investigated. The flow is simu-

lated in a domain of dimensions (Lθ, R, Lz) = (2π, 1, 6π), on

a grid of (Nθ, Nr, Nz) = (3072, 519, 9216) for an overall num-

ber of cells of about 15 billion. The simulation involves the

Lagrangian evolution, and feedback reaction of 1.1 billion of

polymer molecules.

A representation of the flow configuration is depicted in

fig. 1, reporting the contour of the instantaneous velocity mag-

nitude inside the pipe. Figure 2 reports the radial profile

of the mean axial velocity of the Newtonian solvent, show-

ing an increase since the buffer layer when the polymers are

added. According to many experimental observations of poly-

mers drag reduced flows, the slope of the mean velocity profile

increases in the buffer layer, to return parallel to the Newto-

nian line in the log layer.

During the talk, additional methodological information will

be provided, with particular emphasis on polymer modelling

and the role of HPC in such high-fidelity simulations.
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INTRODUCTION

The tremendous scientific potential of binary neutron star

(BNS) mergers, detected simultaneously through gravitational

waves (GW) and electromagnetic (EM) counterparts, was con-

firmed with the event GW170817 [1]. Among other astro-

physical information, this event provided the most compelling

evidence that BNS mergers can produce powerful jets and

short Gamma-Ray bursts (SGRBs [2]), as well as copious

amounts of heavy r-process elements. Although the binary

inspiral is mostly driven by gravitational wave emission, sev-

eral non-linear magnetohydrodynamic (MHD) processes and

instabilities affects the post-merger dynamics. For this reason,

some key elements of the matter and magnetic fields remnant’s

evolution remain still uncertain, including the actual mecha-

nisms behind jet formation and matter ejection.

The only way to accurately model the remnant’s dynamics

in a realistic manner is through numerical relativity simula-

tions of merging BNSs. Here we focus on the influence of the

magnetic fields, which are known to play an important key role

in the remnant’s evolution and in shaping the electromagnetic

counterpart signals. Strong, large-scale magnetic fields (up to

10
51

ergs or even higher) are believed to be necessary to power

relativistic jets. This magnetic field amplification relies on dif-

ferent mechanisms, one of them being the Kelvin-Helmholtz

instability (KHI, e.g., [3]). This instability generally happens

at (very) small scales which cannot be fully captured with the

standard resolutions currently used in numerical simulations.

An interesting alternative to compensate for the lack of res-

olution relies on the use of Large-Eddy Simulations (LESs), a

technique in which the general relativistic MHD (GRMHD)

evolution equations are modified by including new terms to

account for the unresolved subgrid-scale (SGS) dynamics.

In particular, the gradient SGS model [4] is a sophisticated

choice, conceptually similar to a numerical mathematically-

informed flux reconstruction, with no a-priori physical as-

sumptions. By including these SGS terms in the equations

one can recover, at least partially, the effects induced by

the unresolved SGS dynamics over the resolved scales. Here

we will present some results combining high-order numeri-

cal schemes, high-resolution and LES with the gradient SGS

Case Refinement levels ∆Lmin [km] ∆min [m]

LR 7 FMR [-28,28] 120

MR 7 FMR + 1 AMR [-13,13] 60

HR 7 FMR + 2 AMR [-11,11] 30

LR LES 7 FMR [-28,28] 120

MR LES 7 FMR + 1 AMR [-13,13] 60

HR LES 7 FMR + 2 AMR [-11,11] 30

Table 1: Parameters of the simulations: Different resolutions

and mesh refinement setup (with the finest grid spacing ∆min

covering a region of size ∆Lmin). Each setup is adopted at

the merger time, while the inspiral phase is common to all of

them and is run under the LR configuration.

model to obtain an amplification of the magnetic field in a

turbulent regime, something that has been tested in box sim-

ulations [5, 6]. In particular, we found convergence on the

(averaged) magnetic fields reached after the KHI amplifica-

tion phase [7].

AMPLIFICATION OF THE MAGNETIC FIELD

We perform some simulations (summarized in Table 1) in-

cluding (or not) the gradient SGS model for resolutions that

are {120, 60, 30} meters, called low resolution (LR), medium

resolution (MR) and high resolution (HR) from now on, re-

spectively. One of these simulations is shown in Fig. 1, where

it is shown the orbital plane at z = 0. The system performs 5

orbits before the merger occurs, producing gravitational waves

while stretching the orbit. A thin, rotating shear layer is pro-

duced at the time of the merger between the colliding cores

that move in opposite directions. This is the perfect premise

to develop the KHI, manifested by the typical curly struc-

tures at small scales. These small eddies twist and stretch the

magnetic field of the remnant, increasing quickly the magnetic

energy at the expenses of the kinetic one, reaching values of

10
17

G.

Our simulations show, for the first time, convergent results

on the volume averaged turbulent amplification of the mag-

netic field in BNS mergers between MR LES, HR and HR LES,
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Figure 1: Evolution of the magnetic field intensity in the orbital plane. Snapshots at t = (0.5, 1.5, 5) ms after the merger, displaying

the magnetic field strength in Gauss, together with constant density contours at ρ = (10
13, 5 × 10

14
)g/cm3

. The amplification is

mostly driven by the KHI.
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Figure 2: Evolution of the average magnetic field. Volume-

average of the magnetic field intensity either in the bulk (top)

or in the envelope (bottom) of the remnant. These averages

are calculated for all the resolutions (identified by colours),

both for the LES (solid lines) and for the standard simulations

(dashes). Clearly, the averages in the bulk calculated with

LES converge to a well-defined value.

as seen in Fig. 2 both in the bulk region of the remnant (top)

and the envelope (bottom). This amplification is produced in

less than 5 ms.

Fig. 3 shows the spectra energy for these convergent simu-

lations at t = {5, 10, 20} ms after the merger. The solid line

corresponds to kinetic energy and the dashed ones correspond

to total (black), toroidal (red) and poloidal (green) compo-

nents of the magnetic energy. We can see that the isotropic

turbulent state driven by the KHI produces a similar spectra

of the poloidal and toroidal components at 5 ms. The mag-

netic energy approaches equipartition with the kinetic one at

high wave-numbers k.
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INTRODUCTION

When a turbulent flow of water interacts with an ice bound-

ary at near-freezing temperature, the fluid can undergo freez-

ing or melting, depending on the local temperature. The

turbulence structures that develop in proximity to the ice

layer can affect the convective heat transport patterns, lead-

ing to the formation of complex phase-boundary morphologies.

The ice layer evolves as part of the solution and modifies the

near-boundary fluid structures, resulting in heat transfer per-

turbations. We investigate this problem by performing DNS

of an open channel flow at shear Reynolds number in the range

Reτ = 10
2 ÷ 10

3
.

METHODOLOGY

The DNS are performed in a rectangular domain where the

upper section of the channel is occupied by ice, while free

shear conditions are applied at the bottom. Temperature is

imposed on both walls. Periodic conditions are applied in the

streamwise and spanwise directions. The ice melting/freezing

is simulated using a phase field method [1]:

∂θ

∂t
=

5

6CStReτPr

[

∇2
ϕ−

1

ϵ2
ϕ (1− ϕ) (1− 2ϕ+ Cθ)

]

, (1)

where ϕ is the phase variable and St is the Stefan number,

which is defined as the ratio between the latent heat and

the sensible heat that characterizes the system. A volume-

penalization immersed boundary method is employed to ac-

count for the presence of the solid ice boundary:






∇ · u = 0

∂u

∂t
+ u · ∇u = −∇p+

1

Reτ
∇2u− g

Ra

16PrRe
2
τ

θ −
ϕ

ηs
u.

(2)

The system is closed by the energy equations, which includes

also the contribution of the latent heat:

∂θ

∂t
+ u · ∇θ =

1

ReτPr
∇2

θ + St
∂ϕ

∂t
, (3)

where θ is the temperature field. The governing equa-

tions are solved using a pseudo-spectral scheme based on the

Chebyshev-tau method [2].

RESULTS

We investigated how the behavior of the system changes

with the flow conditions (i.e. Reynolds number), with a

specific focus on characterizing the features of the ice mor-

phology through spectral analysis. In particular, we observed

a remarkable influence of Reτ on the ice morphology: at

low Reτ , the typical streamwise-oriented canyons already

reported in similar studies [3] are present. However, at higher

Re, spanwise instabilities are triggered, making the final ice

morphology more complex.
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Figure 1: Render view from below of the open channel flow

at a low Reynolds number. On the top section of the channel,

the corrugated ice layer is shown. On the ice boundary, the

normalized heat flux passing through it is displayed (high heat

flux is shown in red, low heat flux in blue). The local tem-

perature field is reported on the side domain boundaries. The

typical streamwise-oriented canyons at the ice interface are

visible and the heat flux correlates well with those patterns

(the heat flux is higher inside the canyons).
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INTRODUCTION

Vehicles traveling at hypersonic speeds operate in extreme

flight environments. Ablative surface materials are used for

ensuring the integrity of the vehicle and the survival of the

payload onboard. When exposed to high temperatures, the

ablative surface material undergoes physicochemical decom-

position. Ablation products blow out of the surface into the

boundary layer and the material itself erodes away. The abla-

tive recession of the surface affects the aerothermodynamics of

the vehicle. This interaction becomes more complex when the

surrounding flow is transitioning from a laminar to a turbu-

lent state [1]. The turbulent flow enhances heat transfer and

consequently the ablation rate. Larger heat and mass transfer

results in rapid evolution of the shape, constructing a feedback

cycle, which persists throughout the high-temperature flight

duration. Such phenomena in this flow regime are critical

since delaying or promoting earlier transition holds important

implications for the thermal and mechanical loads imposed on

the vehicle.

In this work, direct numerical simulations (DNS) are per-

formed over a 15◦ compression ramp undergoing ablation at

Mach 8. The setup is validated against experiments [2] and

simulations [3] that considered the laminar flow over an inert

ramp. Streamwise vortices, which generate heating streaks

through the lift-up effect, are introduced by perturbing the

base flow [4]. The ramp is then replaced by a low-temperature

ablator in our DNS and the interaction of the streaks with the

recessing ablator surface is examined. We present the first

findings regarding the influence of ablation on the perturba-

tion evolution and transition to turbulence for this configura-

tion.

PRELIMINARY RESULTS

The laminar base flow is perturbed by a forcing function

with wavelength λ = 0.003 m to obtain steady streaks over the

ramp. The rigid ramp is then numerically replaced by solid

camphor, allowing it to undergo ablative recession as a result

of sublimation reactions.

Solutions obtained with our in-house flow solver INCA [5]

are presented in Fig. 3. Entrainment from the counter-rotating

vortices of the steady streaks leads to the formation of al-

ternating heating and cooling streaks on the surface along

the spanwise direction. Influence of ablation on perturbation

growth is quantified by comparing the results obtained with

inert and ablative boundary conditions in Fig. 1, where max-

imum spanwise speeds along streamwise locations are shown.

These values are normalized with the amplitude at the forcing

location. Amplitudes for the inert and ablative cases mostly

match until around 0.15m; further downstream, a rapid ampli-

fication of the total perturbation is observed for the ablative

case. This higher amplification rate under the influence of

ablation is expected in the absence of complex gas-phase chem-

istry. Effect of these steaks on the surface can also be observed

from the recession patterns shown in Fig. 2.
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Figure 1: Comparison of perturbation amplitudes for the inert

and ablative solutions.

Figure 2: Recession patterns due to steady streaks over the

ablating camphor wall.

CONCLUSION

Following the preliminary results presented here, the full

paper will further analyze the sensitivity of the transitional

boundary layer to the ablation of the surface.
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Figure 3: Isometric views of ablative solutions. Background slice in the spanwise direction shows Mach number contours. Slices

in the streamwise plane at x = [0.023, 0.030, 0.070, 0.1] m show temperature contours. While the top figure shows the domain

until 0.1m in the streamwise direction, bottom figure extends to 0.2m. Iso-surface of vorticity at 1 × 104 s−1 is colored with the

spanwise velocity in the bottom figure.
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