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INTRODUCTION

In recent years, data-driven techniques like data assim-
ilation (DA) and machine learning have been increasingly
explored to address inaccuracies from closure models. In ad-
dition, DA is often used to extract information from flow
measurements. However, often only time-averaged data is
available, which poses challenges for DA in the context of un-
steady flow problems. Recent works have shown promising re-
sults in optimizing Reynolds-averaged Navier—Stokes (RANS)
simulations of stationary flows using sparse data through vari-
ational data assimilation, enabling the reconstruction of mean
flow profiles.

In this study we perform a stationary data assimilation of
sparse time-averaged data into an unsteady RANS (URANS)
or LES simulation by means of a stationary divergence-free
forcing term in the respective momentum equation. Effi-
ciency and speed of our method are enhanced by employing
coarse URANS/LES simulations and leveraging the station-
ary discrete adjoint method for the time-averaged momentum
equation.

STATIONARY DATA ASSIMILATION

To describe a turbulent flow with persistent unsteadiness,
e.g. wake flows, URANS and LES simulations are widely used
in many fields of applications. A forcing is introduced on
the right hand side of the momentum equation to account for
discrepancies in the modeled Reynolds stresses and is then
subjected to a Stokes—Helmholtz decomposition. The un-
steady equation reads
ou; 8ﬂmj _ op* 0 g . 3 %
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where the averaged/filtered pressure p, the isotropic part of
the Reynolds stress tensor, and the scalar potential ¢ are ab-
sorbed into the modified pressure p* and the vector potential ¢
serves as the stationary parameter for data assimilation. The
goal for this work is to leverage the discrete adjoint method for
stationary flows from [2] and apply it to unsteady flow prob-
lems. Therefore, we introduce temporal averaging (-) with the
corresponding fluctuation ()" as

E=(6+¢", (2)

when applied to a quantity & that already is Reynolds-
averaged or filtered in case of URANS or LES, respectively,

yielding the time-averaged momentum equation
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that describes a stationary state. Depending on the choice of
the turbulence model, v; describes the eddy-viscosity or sub-
grid scale viscosity for URANS and LES, respectively.

The data assimilation problem requires to minimize the dis-
crepancy between the state variables computed by the model
and the existing reference data and thus can be constructed as
an optimization problem. In this work the scalar cost function
f consists of a regularization function fy, and a discrepancy
contribution fz, i.e.,

@) = fy (¥) + fa (@) (4)

It is subject to the residual R of the governing equation, that
is, one seeks

H}jn f (71’7 ﬂ) (53)
subject to R (y,u) =0, (5b)

where 1) is the parameter to be optimized and @ the forward
problem solution.

The optimization involves an inverse problem, which is
highly non-linear and usually underdetermined. Hence, a non-
linear optimization solver is used, but no assurance is given
that there exists a unique solution. Therefore, total variation
(TV) regularization is introduced to reduce the ambiguity. For
each data assimilation iteration a parameter update is com-
puted with a gradient descent approach. To this end, the
stationary discrete adjoint technique is employed to calculate
the gradient of the cost function concerning the parameters in
question. This strategy demonstrates computational efficiency
by yielding a cost of computing the gradient that is akin to
solving the stationary forward system. A summary including
a derivation is provided in [1]. The latest modifications to the
implementation are described in [2] and [3].

In this work, the efficacy of our data assimilation frame-
work is demonstrated by means of the URANS equation as
the forward problem.



TEST CASE SETUP

The flow around a two-dimensional square cylinder (e.g. [4])
is considered. All length scales are expressed relative to the
cylinder length/height D and the Reynolds number is com-
puted from D, the free-stream velocity uoo and kinematic
viscosity v. Boundary conditions for velocity and pressure
are taken from [4]. Wall functions for the k-w SST model
are applied at the cylinder wall, 2D BC’s are present in span-
wise directions and symmetry conditions are used for vertical
boundaries. At the inlet, Dirichlet BC’s are used and set to a
small value reproducing the inflow conditions from [4]. Neu-
mann BC’s are set at the outlet. In this work, we analyze the

case for

Uoo D

Re = = 22000

with DNS velocity reference data from [4]. A time step size
of At# = 0.2 is used. The mesh consists of 7496 hexahedral
cells. The ratio of the smallest to largest cell is 2.487 - 1073,

RESULTS

Here, points near the cylinder and in the cylinder wake
are chosen where reference data is taken into account for the
assimilation. The velocity profiles near the cylinder as illus-
trated in Fig. 1 show an improvement toward the reference
profiles.
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Figure 1: Mean flow velocity profiles near the square cylinder.

Fig. 2 depicts that almost all profiles are very well recov-
ered except for the one closest to the cylinder. One reason is
that here the density of reference data points switches quite
abruptly.
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Figure 2: Mean flow velocity profiles in the wake of the square
cylinder.

Due to the TV regularization all profiles are very smooth,
but it should be noted that it also restricts the optimization.
Since the regularization weight has to be chosen quite large to
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yield smooth fields, the optimization does not result in perfect
agreement with the reference data in all regions.

Generally, these results demonstrate the basic capabilities
of our approach and also that the time-averaged DNS velocity
data can be well matched. In [3] it is presented that the choice
of reference data points distribution heavily influences the re-
gion where the mean flow velocity is reconstructed, and if the
prediction of the flow dynamics, i.e., of the vortex shedding
frequency changes.

The baseline solution using the default forward problem
solver obtained a Strouhal number differing from the refer-
ence [4]. After the assimilation of time-averaged DNS velocity
data, the vortex shedding frequency adapted if enough ref-
erence data points are distributed in the cylinder near-wall
region. A summary of these findings is presented in Tab. 1.

Case Reference points St
URANS-BASE - 0.095
DNS - 0.132
URANS-OPT-W 90 0.095
URANS-OPT-NW 152 0.122
URANS-OPT-NWW 260 0.120

Table 1: Summary of vortex shedding frequencies expressed
by the Strouhal number St for the URANS baseline simu-
lation (URANS-BASE), DNS, optimized URANS simulation
with wake reference data points (URANS-OPT-W), opti-
mized URANS simulation with near-wall reference data points
(URANS-OPT-NW) and the optimized URANS simulation
with near-wall and wake reference data points (URANS-OPT-
NWW).

CONCLUSION

Our results demonstrate that data assimilation of sparse
time-averaged velocity reference data into an unsteady flow
simulation through a stationary parameter not only enables
accurate mean flow reconstruction, but also improves the flow
dynamics, specifically the vortex shedding frequency. The
findings indicate that data points near the cylinder play a
crucial role in improving the vortex shedding frequency, while
additional data points further downstream are necessary to
also reconstruct the time-averaged velocity field in the wake
region.

REFERENCES

[1]O. Brenner, P. Piroozmand, P. Jenny, Efficient assimilation of
sparse data into RANS-based turbulent flow simulations using a
discrete adjoint method, Journal of Computational Physics 471
(2022) 111667. doi:10.1016/j.jcp.2022.111667

[2]O. Brenner, J. Plogmann, P. Piroozmand, P. Jenny, Robust varia-
tional data assimilation of sparse velocity reference data in RANS
simulations through a divergence-free forcing term (Oct. 2023).
doi:10.48550/ARXIV.2310.11543.

[3]J. Plogmann, O. Brenner, P. Jenny, Variational assimilation of
sparse time-averaged data for efficient adjoint-based optimization
of unsteady RANS simulations (Oct. 2023). 10.48550/ARXIV.2310.
12635.

[4]F. X. Trias, A. Gorobets, A. Oliva, Turbulent flow around a square
cylinder at Reynolds number 22,000: A DNS study, Computers
& Fluids 123 (22) (2015) 87-98, publisher: Elsevier Ltd. doi:
10.1016/j.compfluid.2015.09.013.



DLES14 - Book of Abstracts 4

WORKSHOP
Direct and Large-Eddy Simulation 14
April 10-12 2024, Erlangen, Germany

DATA ASSIMILATION CLOSURE FOR LES OF RAYLEIGH-BENARD
CONVECTION

Sagy R. Ephrati!, Arnout Franken?, Erwin Luesink 2, Bernard J. Geurts?3
!Department of Mathematical Sciences
Chalmers University of Technology and University of Gothenburg, Sweden
sagy@chalmers.se

2Mathematics of Multiscale Modeling and Simulation
University of Twente, The Netherlands
{a.d.franken, b.j.geurts, e.luesink}@utwente.nl

INTRODUCTION

Data-driven large-eddy simulation (LES) is an active topic
of research. The continued growth of computational resources
permits computing flows on increasingly high resolutions. This
leads to increased availability of high-fidelity data, which in
turn has spurred the development of data-based LES closure
models. Machine learning has proven to be a successful ap-
proach to empirically estimate closure models from data, for
example by learning a variable eddy viscosity [1] or subfilter-
scale forces [2]. Despite these encouraging results, no overall-
best computational model has been found.

A theoretical best LES model has been presented as ‘ideal
LES’ [3], which minimizes the instantaneous error in the dy-
namics and yields exact agreement for spatial statistics. The
model is defined such that the evolution of the LES solution
equals the average filtered evolution of the resolved fields. This
average is conditioned to the distribution of fully-resolved so-
lutions with the same large-scale (filtered) fields as the LES
solution. Finding this conditional average is challenging in
practice, since generally an infinite number of fully resolved
solutions correspond to a single filtered solution. Nonetheless,
the average may be approximated empirically when sufficient
high-fidelity data is available.

Accurately computing this distribution and its mean is the
main objective of data assimilation. Data assimilation com-
bines observations (data) with predictions to balance the un-
certainties inherent to both these aspects in an optimal way
[4]. Commonly, a Bayesian approach is adopted to account for
uncertainty and to find a distribution of solutions in a prob-
abilistic setting. The mean of this distribution is the ideal
LES model and we therefore consider the applicability of data
assimilation algorithms in the context of LES closure models.
In particular, this identification aids data-driven LES by pre-
scribing the functional form of the model or by specifying the
loss function that the model should minimize.

In this presentation at the workshop, we illustrate how a
particular data assimilation algorithm can be used for data-
driven LES in statistically steady states. High-fidelity data
in the form of flow statistics are gathered in an offline phase,
which translate to parameters for online data-driven forcing.
The approach is demonstrated for two-dimensional Rayleigh-
Bénard convection.

CLOSURE MODELS VIA THE 3D-VAR ALGORITHM

The approach is based on the premise that the average en-
ergy spectrum of a coarse numerical simulation should equal
that of the reference solution, up to the smallest resolvable
scale on the coarse computational grid. This imposes a con-
straint on the spectral coefficients of the LES solution [6]. An
accurate energy spectrum may be obtained by introducing a
control feedback term into the evolution equations of the mag-
nitudes of the spectral coefficients. This is summarized as

1
d|c| = Leoarse(c)dt + - (n —|c|)dt + odW, (1)

where |c| denotes the vector of magnitudes of the spectral
coefficients of the LES solution and Lcoarse is the operator
describing the evolution of these values in a coarse numerical
simulation. The last two terms arise as the continuous-time
limit of the 3D-Var data assimilation algorithm [5]. Here dW
denotes Gaussian noise, independent for each coefficient. The
symbols p, 7 and o contain the mean values, forcing strengths
and noise scalings, respectively.

A prediction-correction scheme is used to solve Eq. (1). In
short,

t" At
é”+1 —c" +
tn

At
lcntl] = |entt] + — (k= |&"T1)) + oAW, (correction) (3)

where At denotes the time step and AW denotes randomly
drawn samples from a standard normal distribution.

The prediction follows from the adopted time-integration
method and is not required to be in spectral space. The cor-
rection acts only on the magnitude of the spectral coefficients.
Note that it is not necessary to know Lcoarse explicitly, we
only require the transformation from the LES solution to its
spectral coefficients and vice versa.

We assume that high-fidelity data is available in the form of
a time series for each of the magnitudes of the spectral co-
efficients, yielding means p,..; and standard deviations opef.
The prediction-correction scheme can be treated as an autore-
gressive first-order (AR(1)) process for sufficiently small time
steps. Using this assumption, the constraint on the spectral

Leoarse(c)dt (time integration) (2)



coefficients of the LES solution require that

A
N:E(lcrefl)v O =0Orerf/1 — (1_ 7) ) (4)

where all arithmetic acts element-wise on the vectors. The
forcing strength 7 is a free parameter and is chosen as the
correlation time of the measured times series.

APPLICATION TO RAYLEIGH-BENARD CONVECTION

The approach is illustrated for two-dimensional Rayleigh-
Bénard convection for Pr = 1 and Ra = 10'©. DNS is
performed on a 4096 x 2048 computational grid, after which
the solution is filtered to make it suitable for the coarse 64 x 32
grid. The model is applied to each horizontal (wall-parallel)
cross-section of the domain. Several model configurations are
studied, varying whether the model is applied to the momen-
tum, the temperature, or both. For each case the forcing is
applied both at large scales and at all resolvable scales. Full
details can be found in Ephrati et al. [7]. Qualitative insight
into the results is provided in Figures 2 and 1, in which the
DNS, the no model coarse solution and a model coarse solution
are compared. In Figures 1 and 2 the wall-parallel tempera-
ture spectra in the core of the domain and snapshots of the
temperature field are shown, respectively. In Figure 1, it is
shown that the energy spectra are accurately reconstructed.
In Figure 2, one sees that small-scale features are recovered
when using the model. Additionally, large-scale forcing ex-
tracted from the high-fidelity simulation leads to accurate
Nusselt number predictions across two decades of Rayleigh
numbers centered around the targeted reference at Ra = 1010,
as is shown in Fig. 3. Further work is dedicated to compar-
ing the current approach to eddy-viscosity models, such as the
Smagorinsky model and the dynamic subgrid-scale model.

1072

- — Filtered DNS \
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1074
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Figure 1: Time-averaged energy spectra for the temperature
(right) in the center of the domain.
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Figure 3: Measured Nusselt number as a function of the
Rayleigh number. The solid red lines shows reference Nus-
selt number predictions from literature with 5% error margins.
The no-model and model results are given by the squares and
the diamonds, respectively.
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INTRODUCTION

The accurate analysis of progressively more complex flow
configurations is becoming an established reality in Compu-
tational Fluids Dynamics (CFD). In particular, turbulent clo-
sures such as Large Eddy Simulations (LES) are nowadays
used for the analysis of industrial configurations, owing to
their excellent features in terms of accuracy versus computa-
tional cost in time. In addition, scale-resolving simulation has
the potential to track in time extreme events such as sudden
flow accelerations. The emergence of such conditions, which
are usually associated with strong peaks and rapid variations
of bulk flow quantities such as the drag and lift coefficient, can
lead to main changes in the structural organization of the flow
and have a significant impact on the safety of the investigated
applications. These extreme events are observed for a large
range of high-Reynolds configurations which include external
flows such as urban settings [1] as well as internal flows such
as combustion cyclic variability [2]. However, uncertainties in
initial / boundary conditions and modeling errors significantly
affect the instantaneous flow evolution, which can rapidly lose
synchronization with reference measurements. This limit has
to be overcome to envision online LES applications in the
framework of advanced applications such as digital twins [3].
Among the tools available in the literature for model augmen-
tation, sequential Data Assimilation (DA) [4] exhibits strong
features for on-the-fly coupling with LES. DA approaches can
in fact integrate high-fidelity sparse information from obser-
vations (usually available at local sensors) to improve the
prediction of instantaneous features of the flow as well as to in-
fer the optimized behavior of modeling/boundary conditions.

In the present work, an online DA strategy based on the
Ensemble Kalman Filter (EnKF) [4] is used to obtain an aug-
mented prediction based on Large Eddy Simulation (LES) for
the analysis of the oscillating compressible flow in a flow rig
type geometry (OFR). The test case investigated, which is
based on Dellenback flow expansion geometry [5], includes an
open valve in its intake to mimic the internal combustion en-
gine configurations. A visualization of the flow field obtained
via a refined LES is shown in Figure 1. This kind of flow,
which is not permanent owing to the trigonometric behavior
of the mass flow rate at the inlet, exhibits difficulties for anal-
yses relying on numerical simulation. In fact, capturing the

emergence of instantaneous extreme events is an additional
challenge to the accurate prediction of statistical moments of
the velocity field.

The algorithm sequentially combines results from an en-
semble of LES realizations performed on a coarse grid (LES.)
with sparse instantaneous data from a high-fidelity LES per-
formed over a refined grid (LESy). The procedure aims to
i) infer the trigonometric behavior of the mass flow rate at
the inlet, which is supposed to be unknown and ii) provide an
augmented state that exhibits higher accuracy than the LES.
model and that synchronizes with the time evolution of the
high-fidelity data from the LES; run.

Figure 1: Velocity field around the valve of the OFR. The
solution is shown for two orthogonal plans at y = 0 and =z =
0.134.

SETUP FOR DATA ASSIMILATION

Several ingredients are combined with the ENKF formal-
ism:

e A model, providing the time-advancement of the phys-
ical system studied via an ensemble of realizations. In
this study, the forecast of the physical state is performed
by the compressible solver rhoPimpleFoam available in
the solver OpenFOAM, using the LES-WALE turbulent



closure. The simulations are run over a relatively coarse
mesh of 8 x 108 mesh elements and y* = 4 close to the
port entry walls.

e Sparse high-fidelity data, which are used in the DA
procedure to update the predicted state of the model
and improve its accuracy via parametric optimization.
The observation has been sampled from the reference
LES; run. For this simulation, the physical domain is
discretized in 1.31 x 108 mesh elements and y+ ~ 1 close
to the port entry walls.

The inference capabilities of the DA algorithm are used to
optimize the parametric description of the inlet for the ensem-
ble realization relying on the model LES.. More precisely, the
optimization targets the reconstruction of the velocity profile
imposed for the simulation LES:

Urn(t) = Uso + asin(wt) (1)

where the amplitude a and the frequency w are chosen accord-
ing to experimental results available to the research group.
For the ensemble simulations, these values are supposed to be
unknown, and the initial inlet condition prescribed is

4
Uiy () = Uso + Z a;sin(wit + ¢;) (2)

=1

The coefficients a;, w;, and ¢; and U are optimized via
the DA procedure. To this purpose, the EnKF utilizes the
data sampled from the reference simulation LES; over sub-
sets of sensors taken from the complete set shown in figure
2. In particular, a sensitivity analysis is performed by choos-
ing different subsets, in order to highlight the global accuracy
obtained and the sensitivity of the DA algorithm to the infor-
mation provided.

Figure 2: OFR geometry. Red points are sensors where ob-
servations is sampled from simulation LES.

DA IMPROVEMENTS & RESULTS

The classical formulation of the EnKF would need pro-
hibitive computational resources to investigate this test case,
considering the number of degrees of freedom of the flow. Sev-
eral improvements are performed to improve the speed of the
model realizations. First of all, the library CONES (Cou-
pling OpenFOAM with Numerical EnvironmentS), based on
CWIPI coupler developed by CERFACS and ONERA, is used
to couple online the model LES runs and the DA code. This
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task dramatically reduces the computational costs, as the re-
sources required to stop/restart ensemble members and write
data are eliminated. Also, three different strategies for lo-
calization (i.e. reduce the complexity of the DA problem by
eliminating part of the correlations between physical variables)
are employed. Classical physical and covariance localization
algorithms are implemented in order to accelerate the DA
problem while keeping a good level of accuracy. In addition,
hyper-localization of the Kalman filter is implemented. This
strategy decomposes the KF analysis phase in multiple anal-
yses (one per sensor available), providing huge computational
gains as well as improved robustness. Table 1 summarizes
the computational cost of each procedure, underlying the ef-
fectiveness of this last improvement, and its importance in a
complex and computationally demanding simulation such as
the OFR. At last, parametric inflation is used to increase the
variability of the ensemble and allow to target more accurately
the optimum provided by the observations.

The first run of the DA algorithm has shown convergence
of the optimization of the inlet parametric description. At the
same time, it was observed that synchronization of the main
structure of the flow close to the valve is successful, thanks to
the state update performed by the EnKF. The current analy-
sis, which will be jointly presented at the conference, studies
the sensitivity of the DA algorithm to changes in the hyper-
parameters (coefficients of localization and inflation, number
and position of the sensors).

leti
Type of EnKF N N, N, Completion
time (s)
Basic 350,000 x 3 1224 40 166
Physical 154,000 x 3 1244 40 94
localization
Physical
localization + 154,000 x 3 408 40 18
Filtering of sensors
Hyper-localization + 96,500 x 3 408 40 24

Filtering of sensors

Table 1: Summary of the test performed on an academic test
case to evaluate the computational costs required by one anal-
ysis phase of the EnKF. N is the number of degrees of freedom
used for DA, N, the number of observations, and N, the num-
ber of members in the ensemble.
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INTRODUCTION

Hybrid LES/RANS methods are one of the promising ap-
proaches to simulate turbulent flows with high accuracy and
low computational costs. On the other hand, data-driven ap-
proaches such as data assimilation can further improve the
simulations’ results by incorporating the available measure-
ment data. In this work, we combine these two powerful
methods. We investigate scenarios, where only sparse wall
shear stress measurements are available, while accurate wall
shear stress and velocity profiles are sought. Applying discrete
adjoint-based data assimilation, with only near-wall measure-
ments, accurate wall shear stress profiles are achieved at the
expense of unrealistic velocity profiles. We therefore add and
employ internal reference data generated by performing a rel-
atively cheap hybrid simulation. We modified the dual-mesh
hybrid LES/RANS framework recently proposed by Xiao and
Jenny [1] by loosely coupling under-resolved LES in the inte-
rior with steady RANS near the walls. The framework was
developed in OpenFOAM and tested for flow over periodic
hills with Re = 10595. Results show that the devised frame-
work outperforms conventional dual-mesh hybrid LES/RANS
and standalone sparse wall-data assimilated RANS models.

METHOD

The method consists of two steps. The first step is to
generate the reference data in the internal region for data as-
similation by running the loosely coupled dual-mesh hybrid
LES/RANS method. The second step is to assimilate the
generated data and the near-wall measurement into the RANS
model.

The initial version of the dual-mesh hybrid LES/RANS
method developed by Xiao and Jenny [1] is outlined below.
In this method, two sets of governing equations are solved
on different meshes. The generic version of both Reynolds-
averaged and the filtered momentum and pressure equations
of an incompressible flow with constant density read

our oUrUy) _op o2ur o vor )
ot Ox; = 0w T Vowm; T o g
*p* 52 0Q;

and Bom, = w05 UUr +75) + Faks (2)

where Q7 is the drift force applied to the equations, which

ensures consistency between LES and RANS and Ti*j is the

Reynolds or residual shear stress. For a faster and easier-

to-implement simulation, we propose the loosely coupled ap-
proach. The equations are further simplified by the elimina-
tion of all time derivative terms in the RANS equations. We
also redefine the drift term QZR, such that the RANS solution
gets nudged to the average LES velocity of the previous pe-
riod, instead of to the exponentially weighted average (EWA)
LES velocity. The forcing term QZR remains the same, except
that we relax the average LES equation towards the RANS
solution.
The source term applied to the corresponding regions are

OF = (<Ui)MA —(U;))/7r, in LES regions, 3)
7o in RANS regions,

and

(4)

P =

oF «(u;) — <U_i)EWA)/TL, in RANS regions,
0 in LES regions,

where (U;)M4 is the mean time-average LES velocity and 7
and 7; are relaxation times for RANS and LES, respectively.
In the next step, the data assimilation is performed through
tuning the eddy viscosity of a steady RANS model. The tuned
parameter « leads to a correction of the diffusive flux in the
steady RANS equation as
oWUNU;)) _ _9p) 0 (Us)

B:ch B 8:@ + @ (l/+CX<l/t>) (9£Ej ’

(5)

where (v¢) is the eddy viscosity computed by the RANS part
of the hybrid model. The corrective field « distills the ef-
fect of the drift term in the hybrid equations into an optimal
eddy viscosity, and it compensates for the shortcomings of the
RANS model by incorporating data. To ensure physical re-
sults we employed a form of regularization called piecewise
linear dimension reduction (PLDR) (see Ref. [3]).



RESULTS

All results are compared with a fully resolved LES simula-
tion (FR-LES) as a reference. The measurement and sampling
point locations are shown in Figure 1.

In Figure 2, we see that the loosely coupled approach sig-
nificantly improves the accuracy of the velocity profiles in
comparison with stand-alone under-resolved LES, while the
wall shear stresses show no improvement. However, we obtain
both accurate velocity profiles and wall shear stresses when
the loosely coupled method is combined with the near-wall
measurements, as shown in Figure 3. Both stand-alone steady-
RANS and under-resolved LES are outperformed. For more
detailed discussions, we refer the reader to the Ref. [2].

oex X X X X X X X X X X XX

XXX X X X X X X X X X x X008

dxx X X X X X X X X X X X xx0

Figure 1: locations of sampling (x) and measurement points
at the walls (e).
—— Standalone UR-LES

—— FR-LES (Reference) —— Hybrid UR-LES/S-RANS

0 1 2 3 4 5 6 7 8 9
x/H, 2U, /U, +x/H

0.06
= [R-LES (Reference)
= Standalone S-RANS
0.04 == Hybrid UR-LES/S-RANS

0.02

Ct

0.00

0.02

x/H

Figure 2: Horizontal mean velocity component U; (top plot)
and wall shear stress (friction coefficient Cy) profiles at the
lower wall (bottom plot) for the loosely coupled LES/RANS
method. Note that the friction coefficient of the loosely cou-
pled method is derived from its S-RANS solution.
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results assimilation (DA).
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INTRODUCTION

The ongoing trend towards improved aircraft efficiency in-
volves the usage of higher-strength materials. In this context,
carbon fiber reinforced polymers (CFRP), and more generally
composite assemblies, have increasingly been used for the fuse-
lage and nacelle’s fairing. They have gradually replaced heav-
ier metallic alloys, thus improving the overall performance.
Yet, a critical part of the design phase remains the fire cer-
tification of all components. Current international standards,
such as the FAR25.856(b):2003 and ISO2685:1998(e), ensure
the thermal resistance of these lighter materials when submit-
ted to high-heat loads. Still, certification test campaigns are
costly and often require a long time for their set-up. The intro-
duction of numerical tools for the prediction of the degraded
material properties could provide supplementary inputs and
thus improve the design process. For the past decades, Large-
Eddy Simulation (LES) has become a valuable tool for the
simulation of unsteady reactive flows [1, 5, 11]. Several Con-
jugate Heat-Transfer (CHT) approaches have been performed
to address the unsteady interactions between a fluid and a
solid solver [5, 6]. These efforts have allowed to estimate the
impact of the flame on the temperature distribution of solid
geometries. However, the number of studies addressing the
interaction of a flame leading to a composite plate degrada-
tion is limited [4]. In the present paper, a methodology for
the coupling between a fluid, a radiation and a solid solver,
capable of respectively solving for the reactive, radiative heat
losses and the thermal degradation of composite material, is
presented. The procedure is first validated under simplified
test-bed conditions on a so-called BLADE test [7]. In this
context, a high-intensity laser beam replaces the external heat
source from a flame.

COUPLING METHODOLOGY

In his work, Biasi et al. [2] presented a methodology for the
coupling between a Reynolds Averaged Navier Stokes (RANS)
solver and a solid solver for the simulation of a composite
material degradation. In addition to temperature and heat-
flux exchange, which are standard features of CHT [5, 6], the

composite plate out-gassing mass flow rate was added to the
coupling. To ensure the thermodynamic equilibrium, Biasi et
al. [2] proposed to send to the solid the external fluid pres-
sure. In Dellinger et al. [4] the coupling was improved with
additional data sent from the solid. Thus, surface tempera-
ture and porosity, as well as mass flow rate and temperature
of the decomposition gas were considered for the exchange. In
this paper, a coupling methodology for fire certification un-
der realistic conditions is proposed. The procedure relies on
the coupling between three solvers. First, a low-Mach number
Variable Density Solver (VDS) is used for fluid transport [11]
with a multi-species formalism. Second, to take into account
radiative effects due to the expected high temperature coming
from both the flame and the heated coupon, a radiation solver
is used. Note that these two latter solvers are implemented in
the massively parallel library YALES2 [8]. Finally, the com-
posite material’s degradation is solved using the MoDeTheC
code developed by ONERA [3]. In this latter solver, mate-
rial properties such as anisotropic thermal conductivity are
specified based on fiber arrangement. This particular distri-
bution has a significant impact on the heat conduction within
the material. The coupling and data interpolation between
the different grids is ensured by the CWIPI library [9]. The
structure proposed in Dellinger et al. [4] is here considered.
Further datas are sent and received between the three solvers
to account for radiative effects. Figure 1 summarizes this cou-
pling procedure. Note that in this figure, the direction of the
arrows indicates whether the data is sent or received.

VALIDATION TEST-CASE

The BLADE test bed presented by Leplat et al. [7] is
considered to validate the coupling procedure. The fluid nu-
merical domain consists of a three-dimensional box and can
be seen in Figure 2. In this chamber, the pressure is kept con-
stant at Py = 500Pa, and the temperature is set at Ty = 295K.
This way, convective heat transfer sources are neglected [7].
At its center, a 80mm X 80mm X 4mm T700GC/M21 car-
bon/epoxy solid test coupon is located. A laser of an inten-
sity of 76.2kVV/m2 impinges on the front surface of the test



Figure 1: Diagram of the proposed coupling procedure.

coupon for a total duration of 300s and an additional 100s
are simulated to account for test coupon cooling. This heat
source rapidly increases the temperature of the solid until the
composite laminates decompose by pyrolysis and oxidation re-
actions. At this stage, the plate outgassing can be observed.
More precisely, the mass flow rate received by the fluid solver
is shown in Figure 3. Note that given the different charac-
teristic time scales between solid and fluid, the coupling is
asynchronous (2, 6]. Thus, the fluid and solid solvers exchange
data at different times to accelerate the temporal convergence.

<
8L

Figure 2: Overview of the numerical domain with incident
laser beam.

Uz

Figure 3: Composite material out-gassing due to laser im-
pingement.

CONCLUSION AND PERSPECTIVES

The proposed methodology is used to perform a coupled
simulation of a BLADE test. It relies on the coupling be-
tween a Low-Mach variable density solver for the fluid part,
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a radiation solver for the heat losses and, a solid solver for
the composite material degradation. Rear-face temperature
distribution will be compared against both experimental and
numerical data [2, 7]. Such a case will later be used as a refer-
ence benchmark to perform fire certification simulation, with
the presence of a burner and a flame as a heat source [4].
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INTRODUCTION

Our understanding of thermal convection has progressed
greatly over the past many decades. This progress is driven in
great part by studies of Rayleigh-Bénard convection (RBC),
the paradigmatic system where a fluid is confined between
a pair of infinitely extending cold and hot plates placed at
the top and bottom respectively [1]. By varying the strength
of buoyancy, dictated by the Rayleigh number (Ra), and the
dissipation properties of the fluid, set by the Prandtl number
(Pr), we can observe a wide variety of flows regimes, ranging
from steady laminar to highly turbulent [2, 3, 4].

The convective flow transports both heat and momentum
across the two plates at the top and bottom that enclose the
fluid layer. This transport is driven by the flow in the bound-
ary layers (BL) and the plumes which rise from them. In the
present work, we delve into the flow patterns within the BL
which generate the plume ridges typically observed in RBC.
Experiments of RBC also indicate the presence of a large-scale
circulating flow. However, we show that in the absence of con-
fining side-walls, as in most instances of thermal convection
observed in nature, such a large-scale mean flow is absent. In-
stead, we see intermittent patches of coherent flow interspersed
between regions of highly turbulent thermal upwelling.

§ I' = 4 (Present DNS)
B T'=1/10 (Iyer et al.)
0.09 ‘?‘ §  ['=1 (Scheel et al.)
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Figure 1: Linear-log plot of Nu/Ra'/? vslogio(Ra) along with
the DNS data of simulations in closed cylinders with smaller
aspect ratios of I' = 0.5 of Scheel et al. [8] and T" = 0.1 of Iyer
et al. [9]

2 Jiillich Supercomputing Center
Jiilich, Germany

3New York University
New York, USA

SIMULATION DETAILS

We perform our direct numerical simulations (DNS) by
solving the Navier-Stokes equations in the Boussinesq approx-
imation. We use the GPU accelerated spectral element solver,
NekRS [5], for our DNS. This robust and highly scalable solver
is based on the acclaimed Nek5000 [6] code.

Ra Ne p | Npr At
10° 100 x 100 x 64 | 5 71 1000
106 100 x 100 x 64 | 7 57 1000
107 100 x 100 x 64 | 9 42 1000
108 150 x 150 x 96 | 7 24 1000
109 150 x 150 x 96 | 9 16 400
1010 | 250 x 250 x 128 | 7 11 200
1011 | 500 x 500 x 256 | 5 11 100

Table 1: Summary of DNS cases with number of spectral el-
ements, N, polynomial order, p, number of points inside the
thermal boundary layer, Npy,, and the averaging time-period,
At, in free-fall times.

The domain has a wide aspect-ratioI' = L/H = 4, where L
and H are the length and height respectively. We use no-slip,
isothermal walls at the top and bottom, and periodic bound-
ary conditions along the horizontal directions.We fix Pr = 0.7,
while Ra ranges from 10° to 10'!. A summary of cases is in-
dicated in Table 1.
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Figure 2: Linear-log plot of Re/Ra vs logio(Ra) along
with the DNS data of simulations in closed cylinders with
smaller aspect ratios of I' = 0.5 of Scheel et al. [8] and I' = 0.1
of Iyer et al. [9]
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Figure 3: Temperature gradient (top row), and skin-friction field (bottom row) for Ra = 108 (left column), 10'! (middle column),
and its zoomed-in section (right column). The critical points of the skin-friction, namely nodes (red), saddles (cyan), and foci
(yellow) are also shown. The clustering of critical-points along elongated regions at Ra = 10'! (middle column) indicate the

presence of turbulent superstructures [11].
OVERVIEW OF RESULTS

The compensated scaling plots of Nusselt number (Nu) and
Reynolds number (Re) in Figs. 1 and 2 respectively show that
Nu scaling is approaching the classical 1/3 exponent at Ra =
10'!. Moreover, the Re scaling demonstrates the critical role
of aspect ratio and confinement in the transport of momentum.
The prefactors for I' = 4 (from present work), 0.5 (from Scheel
et al. [8]), and 0.1 (from Iyer et al. [9]) differ significantly.

To analyse the flow within the boundary layer, we consider
the two-dimensional skin friction field s on the wall, defined
from the wall shear stress 7, as

Oug %)

s=Tuw/pv = SZ(E, o2 1)

where p and v are the density and kinematic viscosity respec-
tively. We identify the critical points of s from the eigenvalues
of its Jacobian [7, 10], and thus decompose the flow into nodes,
saddles and foci. Consequently we see that the plume ridges
are typically defined by groups of node-saddle-node triplets.

At the highest values of Ra, we discover that the criti-
cal points tend to cluster in long elongated regions of highly
turbulent plume activity. Meanwhile the local patches with
mean flow parallel to the plates have very little to no critical
points. This clustering of critical points enables us to observe
the edges of turbulent superstructures which emerge by aver-
aging the flow field over short intervals of time [11].

Fig. 3 demonstrates the self-similarity of BL at high Ra.
The first column shows the temperature gradient (top) and
the skin-friction along with its critical points (bottom) over
the full extent of the bottom wall for Ra = 106. The same
pair of fields are shown for Ra = 10'! in the middle column.
Despite the highly turbulent nature of the flow, when we focus
on a 0.1 x 0.1 section of the plate (the green and red boxes)
and zoom into it (right column), we recapture the patterns
and plume structures seen at lower Ra.
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INTRODUCTION TO THE METHODOLOGY

In the pursuit of mitigating carbon emissions, a crucial
strategy is the utilization of amine-based solvents in the
chemical absorption process, enhancing the overall efficacy
of carbon capture technologies[1, 2]. Recent studies empha-
size MDEA as an alternative with low heat absorption, high
thermal stability, and minimal corrosion susceptibility [1].
However, understanding and modeling the absorption pro-
cess, as depicted in Fig.1, is challenging because of the intri-
cate aerothermochemical phenomena, encompassing phase
transitions, chemical reactions, and multicomponent mixing.
The complexity is further increased by the diverse temporal
scales and spatial dimensions inherent these phenomena [2].
In response to these challenges, this study introduces a
novel numerical approach: the ’Consistent Conservative
Form of Two-Scalar Mass Transfer with a diffusive-interface
Method,” based on the models in [3, 4], solving equations
(1- (5)). This method aims to model CO2 absorption by inte-
grating the diffuse-interface method[3], Eq.(1), with a novel
consistent conservative concept for transport equations. The
latter introduces artificial source terms (Sz, Sp) into mo-
mentum and enthalpy equations for improved consistency,
as proposed by [4]. Hence, the objective is to integrate two
scalar species, Eq. (2), governing mass transfer and species
reaction(m, n species in liquid and gas phases), along with
one scalar for momentum and enthalpy transports, Equa-
tions (4) and (5) .
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Figure 1: CO2 Absorption on a single droplet
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Two-scalar models (Eq. (2)) are essential in scenarios
with significant diffusivity ratios in two-phase flows, here
Dcoy(g)/Deosy = 10* , preventing unphysical mass leak-
age. In contrast, under equilibrium conditions, encom-
passing both mechanical and thermal equilibrium (refer to
Egs. (4) and (5)) for momentum and enthalpy transport, a
single scalar proves sufficient. In the two-scalar transport,
a scalar transport term Sjio is introduced between phases,
dependent on the Henry constant and diffusion coefficients
(Eq. (3)) to predict interfacial mass transfer. Additionally, a
mechanism of chemical reactions (Eq. (6)) for CO2 absorp-
tion was incorporated to precisely interpret experimental
absorption behaviors [6]. The model comprehensively con-
siders all reversible chemical reactions, with the relevant
physicochemical properties from existing literature [6].

COa(g) + H0 + MDEA Ik(:l MDEAH" + HCO3~
1

COs(g) + OH™ =22 HCO3™
K2 (6)

_ _ K3 9
HCO3 + OH == COg3 + H,O

K,
MDEAH" + OH™ —=% MDEA + H,0

Moreover, the presence of mass transfer (mir) leads to a
discontinuity in the velocity field, resulting in a non-zero
divergent velocity(V - @) caused by interfacial mass flux,
see Eq. (7).
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Therefore, it is crucial to establish a mechanism that en-
ables a comprehensive modeling of interfacial velocity cal-
culations. This has been achieved through a divergence-free
extension of the liquid velocity field across the entire do-
main [5]. Once the thermodynamic divergence is computed
by Eq. (7), the momentum equation is solved using a stan-
dard pressure correction method [5].

R n+1 n+1 —1
{p = (14 2L )p" — &7 p"

R

g

(8)
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Notably, po and p denote the minimum density across the
computational domain and the extrapolated hydrodynamic
pressure. Subsequently, the pressure is computed through a
time-splitting technique, transforming the variable Poisson

equation into one with constant coefficients.
nt1
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u u 50 Vp

9)

This advances the Navier-Stokes equations in time to u™*1,
while the interface velocity, crucial for phase-field calcula-
tions, is determined through the computation of Stefan flow
and extended velocity as follows, more details in Ref. [5].

2 nt1 _ _ pntl .
Vi Dgietan = ~ (Vir) —
-n4+1 n+1 1 n+1
Ugioran = — AT [pn+1 vP:;tefan]
—extend _ —n+41 _ —n+l (10)
u =u . stefan
— —extend m
dr = uex en + n£1 nr

RESULTS AND DISCUSSION

The proposed methodology has undergone rigorous
scrutiny to predict the absorption of CO2 on a single MDEA
droplet, as depicted in Fig.1. Specifically, a droplet is im-
mersed in a N2-COg2 mixture at 7" = 320K, containing a
mixture of MDEA-H2O at T'= 300K. In Fig. 2, the color
velocity vector field reveals the Y-direction interface veloc-
ity, demonstrating the absorption of ambient COs by the
droplet. The intricate interactions with MDEA initiate the
generation of reactions involving various chemical species,
as depicted in Fig.3. According to the thermodynamics [6]
shown in Fig.4(a), the decline in the diffusion coefficient of
dissolved CO2 in the MDEA+H2O mixture, correlated with
increasing MDEA compositions, is accountable for the de-
crease in absorbed CO2 composition, as depicted in Fig.4(b),
C,41s the total concentration in both liquid and gas phases.
However, as illustrated in Fig.4(c), the HCO3 composi-
tion, indicative of the reaction, is enhanced with increasing
MDEA compositions. This intriguing behavior, observed
in COg2 absorption, can be referred to as self-regulation.
CO2 absorption and consumption, influenced by reaction,
regulate the process based on the system conditions. Fur-
thermore, higher MDEA compositions lead to reduced water
evaporation in the aqueous mixture, as depicted in Fig. 4(d).
The results confirm the efficacy of the model.
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INTRODUCTION

Stratified turbulent flows are encountered in many envi-
ronmental and industrial flows. Atmospheric boundary layer
flows, and mixing of heat and salinity in the oceans are just a
few common examples of environmental flows. On the other
hand, in industrial settings, we come across these flows in heat
exchangers, and in mixing tanks used in oil industries to blend
liquids of different densities.

These examples and many others consider stratified wall-
bounded turbulence, in which buoyancy acts towards sup-
pressing the turbulence supplied by mechanical shear. In such
cases, so-called stably stratified, the fluid layers are averse to
mixing and would require energy to overcome a stable poten-
tial energy gradient. Here, buoyancy effects alter the structure
of the flow, and consequently the dynamics of mass, heat, and
momentum transport. Moreover, as density fluctuations be-
come more severe, the so-called Oberbeck-Boussinesq (OB)
approximation becomes inaccurate, leading to incorrect pre-
dictions.

In the current work, we developed and validated a numeri-
cal solver for direct numerical simulations (DNS) of turbulent
flows featuring strong property variations. More precisely, we
solve the Navier-Stokes (NS) equations in the limit of vanish-
ing Mach number (so-called low-Mach (LM) number limit)
with the thermophysical properties (density, viscosity, and
thermal conductivity) prescribed as functions of temperature.
The solver was then used to study stably-stratified turbulent
channel flow under non-Oberbeck-Boussinesq conditions.

The interplay between the turbulence and gravity forces can
be characterized in terms of three non-dimensional numbers
namely, the shear Reynolds number (Re-), shear Richardson
number (Ri;), and the Prandtl number (Pr), given as:

h Aph
Re‘r:ul, Rir = g P2 ) PT:yiou (1)
Vo pouz Ao

where po, 10, Ao are reference fluid density, kinematic viscos-
ity, and thermal diffusivity. wrg is the initial shear velocity
and is prescribed based on the mean pressure drop. g is the
acceleration due to gravity and h is the half channel height.
The density difference Ap = pp, — p¢, is due to the temperature
difference between the bottom and top wall.

In the present work, a total of 8 cases corresponding to
weakly/moderately stably-stratified turbulent flows are simu-
lated at Rero = 180 and Pr = 0.76, as listed in Table 1. We
will vary the wall temperature ratios and adjust gravity to

maintain similar Richardson numbers between cases, thereby
isolating the effects of strong property variations in the flow
dynamics. The T>/T1 = 1.01 case serves as a proxy for the
OB approximation and is a benchmark for comparison with
the variable property case (T2/T1 = 2). The dynamics of heat
and momentum transport under strong stratification for these
conditions is analyzed, also in light of DNS data of the same
system under the OB regime.

Case | TR | Rir | Rercw | Rerpw | Riguik
A0 0 180 180 0

Al 18 180 180 0.031
Az | T/Ti=1011 o6 180 180 0.056
A3 60 180 180 0.081
BO 0 194 166 0

Bl 18 196 165 0.032

Ty /Ty = 2

B2 2/Th 36 195 167 0.057
B3 60 191 170 0.083

Table 1: Summary of cases simulated in the present work.

COMPUTATIONAL SETUP

Stably stratified turbulent flow is simulated in a horizontal
straight channel as shown in Fig. 1. The domain size is kept
fixed for all the cases. We perform simulations on a channel
whose dimensions are (Ly X Ly X L) = (47h X 47h/3 x 2h).
The grid for all the cases contains 1024 x 256 x 240 cells.
The flow is driven by a constant pressure gradient in the
streamwise direction, and gravity acts in the wall-normal di-
rection. Periodic boundary conditions are imposed along the
streamwise and spanwise directions. At the walls, no-slip and
no-penetration boundary conditions are imposed.

Adrh

/ >,
8
2h
4xh —

/A 7

Figure 1: Schematic of the computational domain. The flow is

driven by a constant pressure gradient between two isothermal
walls.



NUMERICAL METHOD

The LM number approximation [1] of the NS equations
is solved to understand the problem of stably-stratified tur-
bulent channel flow in detail. The incompressible NS solver
developed by Costa [2] was adapted to solve the LM number
approximation. The original code was modified to accommo-
date large density variations. A third-order WENO scheme
was implemented for convection terms in the energy transport
equation to avoid discontinuities and have smooth gradients
in the temperature field. A pressure-splitting algorithm [3]
was implemented to deal with the variable coefficient Poisson
equation. The equations are advanced in time using the fully
explicit, second-order Adams-Bashforth method.

RESULTS

The buoyancy forces in stably stratified turbulent flows can
cause local laminarization of flow, with a major impact on heat
and momentum transfer rates. The contours of instantaneous
temperature distributions on a x — z cross-section of the chan-
nel located at y = Ly /2 for a neutrally buoyant case (Case
BO0) and the stratified case (Case B3) are shown in Fig. 2a and
Fig. 2b. The direction of the mean flow is from left to right.
The relative magnitudes of inertia and buoyancy forces deter-
mine the local behavior of the flow. At Rir = 0, the neutrally
buoyant case, we observe that the temperature is well-mixed
in the entire domain. In neutrally buoyant flows, the inertial
forces are unopposed and the eddies are unconstrained in the
entire height of the channel, resulting in larger mixing. With
increasing Richardson numbers, the buoyancy forces oppose
the inertial forces (for stable stratification). In the near-wall
region of stratified flows, turbulence due to mechanical shear
always dominates the buoyancy. Hence, the eddies in this re-
gion contribute to mixing, and we see that the flow structure
resembles that of the neutrally buoyant case. Away from the
walls, however, the shear weakens and the buoyancy starts to
dominate. In this region, an interface develops, which, in a
way, separates the channel into hot (top half) and cold (lower
half) regions. The temperature appears to be homogeneously
distributed in each of the halves, with a sharp transition at the
interface (so-called thermocline). This results in density gra-
dients that facilitate the initiation of so-called internal gravity
waves (IGWs).

NOB ~Rir =0

2 4 6 8 10

(a) Temperature contour for the case Ri, = 0.
NOB --Rir = 60

2 4 6 B 10

(b) Temperature contour for the case Ri, = 60.

Figure 2: Instantaneous temperature contours on a £ —z cross-
section of the channel located at y = L, /2 for the neutrally
buoyant (Rir = 0) and stably stratified (Rir = 60) cases.

It is also evident from Fig. 2b that the position of this
thermocline is not at the channel half-height. Instead, it is
shifted towards the hot wall. When the temperature differ-
ence between the walls is significant, and the thermophysical

[2]Costa, P. :

DLES14 - Book of Abstracts 18

properties are functions of temperature, we can expect a dif-
ference between the shear stress at the top and the bottom
walls. The variations in density and dynamic viscosity, result
in the deviation of the point of zero stress away from the cen-
ter of the channel. This is shown in Fig. 3. The shear stress
at the cold wall is greater than at the hot wall because of the
higher viscosity of the fluid at the cold wall; therefore, the in-
terface is located further away from the cold wall. Aside from
the shifting of the thermocline, we do not see any significant
differences in the flow characteristics of OB and NOB cases.
The comparable Ripyx values (Table 1) for cases with identi-
cal Rir also hint towards the inference that the macroscopic
effects do not change markedly.

10 —— Total shear -Ri; = 0

Total shear --/
—— Total shear -

—— Total shear ~Ri

Total shear
0.81 — Total shear -
—— Total shear
x  Eqn of line

0.8

T/ Tw
T/ Tw

0.0 0.2 0.4 0.6 0.8 1.0 12 1.4 1.6 1.8 2.0
(a) Stress budget in the cold part. (b) Stress budget in the hot part.

Figure 3: Stress budgets for Ri~ = 0, 18, 36, 60 at T>/T1 = 2.
—— is viscous shear stress and — - — is the Reynolds shear
stress.

DISCUSSION

From the DNS at Re,r = 180 and 0 < Rir < 60, with con-
siderable property variations, we observed that the effect of
gravity is mainly affecting the central region of the channel,
just like for the OB case. The difference between the two cases
is the position of the interface between the hot and cold sub-
channels, wherein the interface for the variable property case
is closer to the hot wall. Hence, although the effect seemed
identical, the location where the effect was seen was differ-
ent. It has been reported in the literature that the eddies in
the outer region, which are predominantly affected by buoy-
ancy, can be characterized by Obukhov scaling [4]. We could
not identify this region in our results due to the lack of scale
separation at the simulated Reynolds number, as buoyancy in-
terferes with the logarithmic region of the flow. Hence, we are
currently performing DNS at higher Reynolds numbers. The
goal is to understand local dominant balances arising from the
interaction of buoyancy with eddies of different length scales
in these flows.
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INTRODUCTION

A thorough understanding of the ignition process at
different operating conditions is important for designing
reliable combustors. A modelling approach capable of
capturing highly transient events such as extinction and
ignition is the conditional moment closure (CMC). Most of
CMC-based simulations represent the spark as a hot burning
distribution in mixture fraction space without considering
the initial kernel growth. Here, we investigate the initial
spark evolution using an Energy Deposition (ED) model in
mixture fraction space. The objective of the present study is
(i) to investigate the effect of the scalar dissipation rate
(SDR) statistics and the implications of the LES resolution on
the spark evolution and (i) to demonstrate the model
performance by conducting an LES-CMC simulation for a
bluff-body n-heptane spray swirl burner.

METHODS

The effect of SDR statistics on ignition behaviour is
investigated using a zero-dimensional form of the CMC
equations. The OD-CMC equations are given as [1]:

at

9°Q 9Q 0°Qq | | (1)
Fi — S =Nl anz“ + @l

G0z o
where Qu =Y,|n and Qn =h|n are the conditional
expectation of mass fraction and enthalpy respectively with
71 being a sample space variable for the mixture fraction §.
N|n is the conditional expectation of SDR and it is modelled
with the Amplitude Mapping Closure (AMC) model [1] as
N|n = NyG(n), with G(n) being an error function and Ny
being N|n at n = 0.5. The spark is represented by adding
Egpk to the Qp transport equation and it is assumed to follow
a Gaussian distribution in & space as follows:

1 Eq - (2)
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where Eq is the energy deposited in J/m3, tgp is the sparking
duration taken as 0.4 ms following [2], ns is the spark
location and g is the spark width in & space. The effect of
plasma chemical kinetics on O, dissociation is represented
by adding Eg and Eg, to Q transport equation:

Yor Espk, o _ _Wo p (3)

g =——2
vd, eo’ 0 Wo> o

Eo=m

Where m is the fraction of Espy going into dissociation, Yéz
is the Oz mass fraction in the unburned mixture, and eq is
the specific internal energy for O. The influence of SDR
statistics on the spark evolution is investigated by allowing
Ny to fluctuate in a stochastic manner. Ny can be
decomposed into resolved and sub-grid scale contributions
as No = N§ + N,%° where Ny > N and Ny& - 0 if the
filter size A — 0. The implication of LES resolution on spark
evolution is investigated by considering the time-average
ratio of S, = (Ng)/ {Np), which can be estimated according
to Obukhov-Corrsin passive scalar spectrum. For well-
resolved LES S, is about 14.5% suggesting that SGS effects
are the main contributor to SDR. The influence of SDR
fluctuation on spark evolution is considered by solving a
stochastic differential equation (SDE) based on Stratonovich
PDF and a log-normal assumption for the statistics of Nj as
follows:

dNg = f(N§)dt + a,p(Ng)dW, (4)

where  f(Ng) = —(logNg —log({N§}/ exp(0.507)) N§/
tand p(N§) = (N§) m dW, is a Wiener process, gy is
the logarithmic distribution parameter for N§ and t is the
characteristic time scale taken as 0.25 ms. The LES-CMC is
based on the experiment conducted by Marchione et al. [3]
for n-heptane spray swirl burner. LES-CMC simulations are
conducted by coupling OpenFoam 2.3.1 with an in-house
CMC code called CLIO [1]. Before initiating the reaction
simulations, a cold flow validation has been performed and
reasonable agreement with experimental data is observed.
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RESULTS

Figure 1 shows the maximum temperature evolution and N§
during tg, at different filter widths for n-heptane. Changing
the filter widths did not result in a significant effect on the
spark evolution for the parameters considered here.
However, there are some differences in terms of the
autoignition delay time especially at higher filter width.
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Figure 1 Tmax and Ny during tg, at Ejgy = Eg/
PuCpuTu=1.7. Bottom right: PDF of N for LES-like A.

The spark width in & space can be related to the electrode
spacing (dspk) according to N = D (9%/ 0x;)*~D (o5/
dspk)z. Figure 2 shows the spark evolution for fixed and
variable gg, with dgp taken as 1mm following [2]. For all
cases, 1 is located in a non-flammable mixture fraction.
However, due to the diffusion of heat and reactive scalars
into flammable regions, successful ignition is achieved. That
behaviour was also observed in laminar counterflow non-
premixed flame at non-flammable spark locations in physical
space [4]. The fixed g cases correspond to the mean a5 at a
given 1 during tgp, (i.e., o5 = (g5);, ). Estimating g based on
the SDR can affect the outcome of ignition for the
parameters considered, suggesting the importance of
relating the sparking parameters in & space to the SDR for
better model predictions. The flame kernel evolution for a
successful ignition realization with a spark located at a
distance of 5mm from the wall is shown in Figure 3. During
early ignition stages, the spark is not significantly affected by
the turbulence. However, later in time, the flame kernel
undergoes a significant distortion until it gets convected into
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the central recirculation zone (CRZ). The flame kernel then
evolves into the CRZ and a whole flame is established.
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Figure 2 Tmax at fixed (solid) and variable (dash) a.
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Figure 3. Successful ignition evolution at Ejgn = 1.92, 115 =
0.2,0, = 0.1, m = 0.1, t;,=0.5ms. Green line: &g, contour.
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INTRODUCTION

Active flow control methods have an advantage over passive
methods, which rely on optimizing the flow domain for spe-
cific flow regimes. It is primarily due to the dynamic ability to
adjust their control parameters, such as excitation amplitude
and frequency, allowing for real-time adjustments to changing
flow conditions, e.g., variations in an inlet velocity or tempera-
ture. Passive methods, on the other hand, lack this flexibility.
However, the strategic benefit comes from integrating active
and passive methodologies. This combined approach takes
advantage of the cost-effectiveness of passive methods that op-
erate without the need for additional energy. Simultaneously,
it leverages the adaptive capabilities inherent in active tech-
nique, thereby increasing overall control efficiency in a wide
range of flow regimes.

The study of the flame behavior in a bluff-body burner
employing the combined passive and active flow control
(sinusoidal velocity excitation) were performed recently by
Kypraiou et al. [1]. They revealed a strong impact of the
excitation on both a blow-off mechanism and stability limits.
For the forced flames, the presence of velocity fluctuations
introduces time-varying and spatially-varying equivalence ra-
tio distributions, particularly in cases of imperfect premixing.
In fully non-premixed systems, the time-varying mixing rates
result in a time-varying heat release rate. Kypraiou et al.
[1] examined the forced response of systems characterized by
varying levels of premixing to explore the mechanisms influ-
encing flame stability. They found that the non-premixed
configuration with an axial fuel injection is characterized by a
longer blow-off transient compared to the flame with a radially
injected fuel. Furthermore, the blow-off duration in an excited
configuration was much longer than the average blow-off du-
ration of unforced non-premixed flames. This suggests that
the type of injection and the degree of premixedness, which
can be enhanced by the excitation, are crucial for the blow-off
dynamics.

In the present work, we focus on a geometry of the injec-
tion system and the application of a harmonic forcing, as both
these factors are expected to have an important impact on the
flame dynamics and stability. Figure 1 shows two analyzed
bluff body configurations, a typical cylindrical bluff body, sim-
ilar to the one used in [1], and a novel star-shaped bluff body.
In both the cases the fuel is injected axially. Shedding of
small-scale vortices (SV) at the sharp corners changes the
flow pattern significantly by destroying the large-scale struc-
tures formed in the inner and outer shear layers (IV, OV) [2].
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Figure 1: Cylindrical and star-shaped bluff-bodies.

Additionally, the effect of air fluctuations on the behavior of
the flames is investigated for various forcing amplitudes and
frequencies. The application of external excitation amplifies
the formation of strong turbulent structures [3]. They en-
hance transport of the oxidizer towards the recirculation zone
formed in a bluff-body wake. Employing the large-eddy simu-
lation (LES) method, the study offers detailed insights into the
complex physics of unsteady flow for a wide range of the con-
trol parameters. In order to address the influence of air flow
oscillations on the blow-off behavior, we impulsively change
the velocity of fuel and/or oxidizer, and thus, create condi-
tions close/far from blow-off.

COMPUTATIONAL CONFIGURATION

Geometrical details of the cylindrical and star-shaped bluff-
bodies along with the dimensions of the computational domain
are presented in Fig. 1. Both shapes are characterized by the
same surface area of the upper bluff body wall (S, = 7rD§/47
Dy, = 25 mm). The basic cylindrical configuration corresponds
to the experimental setup [1] used to determine the blow-off
limit of a methane flame. Nevertheless, we introduce two im-
portant changes to the original configuration. In the present
work, a hydrogen flame is analyzed due to the increasing in-
terest in the use of hydrogen to reduce COg2 emissions. Fuel is
a mixture of hydrogen and nitrogen (YH2 =0.11, YN2 =0.89,
Y-mass fraction) and is injected into the combustion chamber



through a central fuel pipe of diameter Dy = 4 mm. The
oxidizer (air) flows around the bluff body and enters the com-
bustion chamber through a flat slot. Additionally, we removed
a swirler that was mounted in [1], since the star-shaped bluff-
body dumps the swirl completely.

SOLVERS

The computations are performed in a two-stage procedure
involving ANSYS software and an in-house high-order code
SAILOR. In the first stage, the ANSYS Fluent is used to
model the flow around the bluff body using the wall-adapting
local eddy-viscosity (WALE) sub-grid model and to gener-
ate a time-varying velocity signal at the oxidiser channel exit.
This signal is treated as the boundary condition imposed on
the inlet plane of the main computational domain (combus-
tion chamber, Ly X Ly X L, = 97 x 97 x 150 mm) for the
second stage of computations where the combustion process
is modeled using the SAILOR code. This code is based on
high-order compact differences on half-staggered meshes, the
time integration is performed using the predictor-corrector
approach combined with the projection method for pressure-
velocity coupling [4]. The chemical source terms are integrated
in time using the VODPK solver, chemical reaction terms
are computed with the help of the CHEMKIN interpreter
and the hydrogen combustion process is modeled using a de-
tailed chemical mechanism of Mueller et al. [5] involving 9
species and 21 reactions. The chemical source terms repre-
senting the net rate of formation and consumption of species
are computed using the filtered variables (the laminar chem-
istry model). There is no experimental data for the hydrogen
combustion in the selected configuration. However, to ensure
the reliability of the current analyses and to verify the two-
stage simulation procedure, the conference presentation will
include the results of computations conducted for a bench-
mark problem (Sydney flame (https://web.aeromech.usyd.
edu.au/thermofluids/bluff.php)).

RESULTS

Figure 2 presents a structure of the unforced flow down-
stream cylindrical and star-shaped bluff-bodies visualized by
the Q-parameter (Q = 0.2 s~2). In the case of the cylindrical
shape, one can observe strong toroidal vortices (IV and OV)
accompanied by rib vortices (RV). Undoubtedly, for this clas-
sical geometry, the mixing process is directed by periodically
generated vortices resulting from Kelvin-Helmholtz instability.
Contrary, the application of a sharp-corner geometry leads
to the formation of small, high-frequency vortices, fostering
intense small-scale mixing. As can be observed in Fig. 2, star-
shaped bluff-body destroys IV due to the azimuthal instability
and the flow contains more small-scale vortices (SV). Figure
3 shows the time averaged axial and radial velocities (U, V),
mixture fraction (F), and temperature (7) at the distance
0.5D;, downstream the bluff-bodies. In the star-shaped con-
figuration, the profiles are shown along two characteristic radii
r1 and ro. In the region where r/ Ry < 0.8, both configurations
exhibit very similar velocity profiles. Notable differences be-
come apparent only in the oxidizer stream, specifically within
the range 1.0 < r/Rp < 1.5. In the ro direction, the axial
velocity profile displays a local maximum at r/Rp, = 1.4. This
maximum is preceded by a local minimum in the radial veloc-
ity at r/Rp = 1.15 indicating flow toward the center of the do-
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Figure 2: Flow structure (Q-parameter colored by the axial
velocity) downstream cylindrical and star-shaped bluff-bodies.
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Figure 3: Profiles of time-averaged axial and radial velocity
(U,V;) (upper figure), mixture fraction (F') and temperature
(T) (lower figure) along r1 and r2 at location y/D;, = 0.5.

main. This behavior is attributed to the flow dynamics around
the triangular part of the bluff-body and results in lower tem-
peratures than those observed along r1 in both configurations.
Our findings highlight the significant role of star-shaped bluff-
body in flame dynamics, reducing the average temperature
by about 200 K. This reduction can potentially mitigate the
thermal production of NOx, emphasizing the importance of
the bluff-body shape for optimizing the combustion processes.
This work stands as part of our ongoing efforts to explore bluff-
body influence. The next step is to extend the investigation
to flames with external modulations under lean conditions.
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INTRODUCTION

Nanoparticle materials play a crucial role in both indus-
trial and everyday applications, including cancer therapy, drug
delivery, carbon black production, catalysts for chemical reac-
tors, and color pigments in paints. Key factors influencing
such applications depend on various parameters: thermody-
namics and chemical properties, as well as shape and size
of these nanoparticles [1]. When relying on combustion,
nanoparticles can be generated by introducing specific precur-
sors into the fuel prior to reaction in order to create distinct
nanoparticle materials. The characteristics of these produced
nanoparticles are contingent upon the combustion properties.
Two common types of combustion are typically employed to
produce these nanoparticles: either gaseous combustion [2, 3],
or liquid spray combustion [1, 4]. The gaseous combustion
technique involves a gas-phase process that necessitates pre-
cursors either in gaseous form or capable of vaporization, sub-
sequently mixed with combustion gases before reaction within
the chamber. However, these volatile precursors are limited to
a few elements and are typically derived from costly, corrosive,
and/or toxic sources, such as metal chlorides, metal organics,
or organometallic compounds. Therefore, the research focus
was later extended toward nanoparticle synthesis from spray
flames [1, 4, 5, 6], allowing to overcome most of the problems
listed above.

In the current work, a configuration similar to the refer-
ence SpraySyn burner considered in a collaborative German
Research Initiative [4] will be employed to investigate the im-
pact of the turbulent spray flame structure on nanoparticle
synthesis.

MATHEMATICAL AND PHYSICAL APPROACHES

In this work, the Navier-Stokes equations are solved while
taking into account all relevant physicochemical scales in space
and time for the gas phase (i.e., Direct Numerical simulation
— DNS — approach). The liquid droplets, being noticeably
smaller than the grid resolution, are modeled as point parti-
cles. The open-source library Cantera 2.4.0 is used to compute
all chemical reactions, thermodynamic terms, and molecular
transport processes in the gas phase. The continuous (gas)
phase is solved by DNS in a standard manner (Eulerian frame),
as described in [7]; whereas the disperse (droplet) phase is
tracked in a Lagrangian frame (Discrete Particle Simulation,

DPS [1]). Hence, the resulting simulations correspond to the
DNS-DPS approach. A two-way coupling between both phases
is implemented via the exchange of mass, momentum, and
energy. All details regarding the implemented equations de-
scribing droplet location, momentum, mass transfer, and heat
transfer can be found in previous publications [1]. Concerning
the solid phase (nanoparticles), the model developed by Kruis
et al. [9] has been employed in this work.

The in-house DNS code DINO [7] was employed in this
study to simulate the three aforementioned phases (gaseous,
liquid spray, and solid nanoparticles). The simulations dis-
cussed here employed a 6th-order central finite-difference
method for spatial discretization. For time integration, an
explicit 4th-order Runge-Kutta method was used.

NUMERICAL SETUPS

In the standard SpraySyn burner, the solvent is ethanol,
which is injected in the form of liquid droplets together with
a dispersion gas (pure Oz for standard conditions) through
the central SpraySyn injector. The liquid is evaporated by a
pilot flame burning a CH4/Air mixture under lean conditions
(equivalence ratio of 0.25). A pseudo-3D computational do-
main with dimensions of 4.5 cm (transverse direction) x 9.0
cm (streamwise direction) x 0.064 cm (crosswise direction)
is employed, which is discretized over 268 million equidistant
grid points, leading to a homogeneous resolution of 22 pm.
All simulated cases have a Kolmogorov length scale between
23 and 25 pum, so that the Kolmogorov length scale is prop-
erly resolved in these simulations; the same applies to the
gas reaction zones. On the other side, for the employed La-
grangian approach for the spray, the ratio of the maximum
droplet diameter to grid resolution should not exceed 0.5 [10].
The selected grid resolution in the current work is a suitable
compromise for resolving the Kolmogorov scale while ensur-
ing the validity of the Lagrangian approach. The numerical
domain is combined with inflow/outflow boundary conditions
in streamwise direction, symmetry conditions along the ver-
tical direction, and periodicity in crosswise direction. The
computational domain is shown in Fig. 1 together with an
instantaneous temperature profile to illustrate the employed
computational layout. To reduce computational costs, the in-
ner geometry of the burner is not considered in the present
study; the computational domain starts just above the burner



outlet.

RESULTS AND DISCUSSIONS

To investigate the impact of the flame structure on
nanoparticle properties, three different cases were tested by
changing the dispersion gas composition: Case I (Oz2), Case
IT (CH4:1.52/02:8.), and Case III (Air). Figure 2 shows the
temperature contours for these cases and the corresponding
distribution of nanoparticle aggregate diameter (histogram).
As can be observed from the left side of this figure there are
significant differences in the turbulent flames and even quali-
tative changes in structure due to the different dispersion gas
composition. These changes lead in turn to noticeable mod-
ifications in the nanoparticle size distribution. Consequently,
this would have an impact on practical applications. This will
be explained in more detail during the conference.
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ABSTRACT

A comprehensive series of direct numerical simulations
(DNS) is performed to investigate the early flame kernel de-
velopment (EFKD) in a lean premixed Hs-air mixture in
decaying homogeneous isotropic turbulence (HIT) and engine-
relevant thermodynamic conditions. Systematic variations of
turbulent intensity (u’/.S;) and integral length scale (I) within
the ranges of 3 to 12 and 15 to 28, respectively, resulting in Ka
between 1.9 and 21. Elevated values of u//S; lead to increased
flame convolution and small-scale wrinkling, while higher [;
values contribute to a smoother flame surface. Higher Ka
values correlate with intensified fuel consumption, driven by
accelerated flame surface expansion from enhanced wrinkling
and increased local consumption speed due to differential dif-
fusion effects.

1. INTRODUCTION

The restricted knowledge of turbulence-flame front inter-
actions and, consequently, cycle-to-cycle variations (CCV)
during the early flame kernel developement (EFKD) phase
stems from the inherent multiscale and multiphysics nature
of turbulent reactive flows that intricately characterize the
combustion process within spark-ignition (SI) interna combus-
tion engines (ICEs). Nevertheless, leveraging the capabilities
of current Petascale supercomputers and the ongoing shift
towards Exascale architectures, recent and anticipated devel-
opments in High-Performance Computing (HPC) are poised
to open new frontiers in the simulation of combustion sys-
tems. As a result, direct numerical simulations (DNS) are
turning into an essential tool for combustion simulations, fa-
cilitating the incorporation of more realistic conditions, such
as higher Reynolds numbers and thermodynamic pressure,
and concurrently mitigating the model uncertainties that arise
from large-eddy simulations (LES) and Reynolds-Averaged
Navier—Stokes (RANS) simulations.

In this vein, a recent series of EFKD DNS for rich iso-
octane-air [1] and lean hydrogen-air mixtures [2] under engine-
relevant conditions were conducted to explore the effects of
differential diffusion on the behavior of flame kernel evolution.
Results reveal that lean hydrogen-air flames, due to the forma-
tion of strong thermodiffusive effects, lead to more wrinkled
flame kernels and therefore faster flame kernel propagation,
while iso-otain mixtures tend to recover their laminar be-

haviour. Moreover, Ozel-Erol et al. [3] explored the impact of
water droplet injection on the propagation rate of statistically
planar stoichiometric n-heptane-air flames under various tur-
bulent intensities. Their findings indicate that water droplets
do not significantly alter the relationships between displace-
ment speed, curvature, and strain rate.

The main objective of this study is to explore the varia-
tions induced by turbulence during the EFKD phase in lean
hydrogen-air mixtures across various turbulent regimes and
assess their influence on the evolution of flame kernels. This
is accomplished by utilizing DNS of Hs-air mixture to inves-
tigate turbulence-flame interactions under conditions relevant
to SI ICEs in decaying HIT.

2. SIMULATION METHODOLOGY

The formation and early propagation of a set of lean pre-
mixed lean Hz-air flame kernels were investigated in a de-
caying HIT field with varying turbulent fluctuations v’ and
integral length scales l¢, presented in Table 1 which corre-
spond to the thin reaction zone regime, frequently observed
in ICEs [4]. The initial HIT flow field is generated in a pe-
riodic box of size using the forced HIT turbulence approach
of [5]. The initial thermodynamic conditions (T,, = 800 K,
p = 40 atm) are relevant for hydrogen ICE closely resembling
those used by Chu et al. [2]. The laminar flame thickness
lf = (Ty — Tw)/(d/dT)maz = 2 X 1072 cm, taken as the
reference length scale, is based on the adiabatic flame tem-
perature 73 and the maximum temperature gradient across
the planar flame. These quantities along with the laminar
flame speed S? = 44 cm/s were computed with PREMIX [6]
using the detailed mechanism of [7] resulting in a flame time
ty = lf/S% = 45 x 1076 s. The ignition of the flame kernels
is achieved by a heat source term varying smoothly in space
and time [8] in the centre of the computational domain, which
is active until ¢ = 0.3ty and forms spherical kernels with an
initial radius of 5ly. Soret effect is also ecountered for the
differential diffusion of the light species H and Ha.

The DNS were carried out using the highly efficient par-
allel solver Nek5000 [9], where a high-order splitting scheme
for low-Mach-number reactive flows [10] is utilized to decouple
the hydrodynamic and thermochemistry equation subsytems
and the solution, data and geometry are locally expressed in
a structured mesh as sums of N*" order tensor products of
Legendre polynomials, based on the Gauss—-Lobatto-Legendre



Case % ll—; % Rey Ka Da
U3L15 3 15 47 170 2.6 5
U6L15 6 15 79 341 7.4 2.5
U12L15 12 15 133 682 21 1.3
U3L28 3 28 75 318 1.9 9.3
U6L28 6 28 | 127 | 636 5.4 4.7
U12L28 12 28 213 1273 15.3 2.3

Table 1: Summary of DNS turbulent characteristics. n: Kol-
mogorov length scale, Res: turbulent Reynolds number, Ka:
Karlovitz number, Da: Damkdhler number

(GLL) quadrature points. For the current parametric anal-
ysis, a spherical computational domain was adopted instead
of a periodic box, allowing the imposition of outflow bound-
ary conditions. Consequently, this methodology maintains a
constant thermodynamic pressure within the simulated do-
main throughout the duration of the simulation and mitigates
any impact on the kernel arising from flame to flame inter-
actions, attributed to the periodicity. Thus, zero-Neumann
BCs are imposed on all variables on the outer boundaries.
Legendre-Lagrangian polynomials of order N = 9 were uti-
lized, equivalent to an effective resolution of 10 GLL points
per thermal flame thickness.

RESULTS

To assess the influence of turbulence-flame front interac-
tions across diverse turbulent regimes, an analysis was con-
ducted on various global quantities derived from the flame sur-
face density model (FSD). This analysis included parameters
such as global consumption speed, wrinkling factor, stretch
factor, as well as several local quantities. It is essential to note
that this abstract provides only a concise overview, highlight-
ing a limited portion of the comprehensive results obtained.

HRR/ HRRo

U3L15 U3L28 U6L15 u6L28 U12L15 400

33,00
‘ 20
11,00

0,000

Figure 1: Iso-surface of Ha corresponding to it’s maximum
reaction rate at ¢ = 1.5ty colored with normalized heat release
rate HRR/HRR for the different cases.

Visualizations of the early flame kernels under distinct tur-
bulent conditions are depicted in Figure 1. It is evident that in
instances characterized by heightened Ka number, the kernels
exhibit an increased propensity for wrinkling, leading to larger
flame surface areas, as illustrated from the wrinkling factor
in Figure 2. Elevated turbulence intensity (u’/SL) facilitates
surface convolution as the flame traverses an eddy, whereas an
increase in turbulent integral length scale (I:/lf) appears to
exhibit a contrasting effect, diminishing small-scale wrinkling
and contributing to a more uniform and smooth flame sur-
face. The distinctive variations in flame area promptly affect
the HRR and consequently influence the global flame con-
sumption speed S, which is a key quantity of practical and
fundamental interest in engine and combustion applications in
general. It is important to highlight that, until around ¢ = 0.5,
the elevated initial consumption speeds can be attributed to
the ignition effect, a period beyond the current study’s scope.
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Subsequent to the dissipation of the ignition effects, S, rises,
closely mirroring the ascending trend of Z. A clear trend is
apparent, indicating that turbulence enhances the fuel con-
sumption rate, increasing turbulent flame speed St up to four
times when comparing the cases U3L28 and U12L15, which
have the lowest and highest Ka respectively.

Figure 2: Evolution of the global consumption speed (left),
wrinkling factor (middle) and stretch factor (right) in time
for the different cases. Red lines: u//Sp = 12, black lines:
u’'/Sp = 6, blue lines: «’'/Sp = 6. Solid lines: I;/ly = 15,
dashed lines: l¢/ly = 28.

Rather than being solely influenced by the total area, S.
can be significantly impacted by changes in the local flame
displacement speed on the flame front, arising from the in-
terplay of differential diffusion and turbulent mixing effects.
This influence can be quantified by the global stretch factor
I. The significant non-unity stretch factors observed are in-
dicative of the thermodiffusive effects of the lean-hydrogen
mixture, which alter the local flame behaviour from that of its
unstreched laminar counterpart, and becomes more apparent
with increasing K a, indicating the synergy between turbulence
and thermodiffusive effects in agreement with [11], in contrast
with flames that exhibit a near unity Le [12]. Hence, the in-
crease of the turbulent flame speed should not only attributed
to the increase of flame surface area but also to the increased
local reactivity.
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INTRODUCTION

Turbulence in pipe flow first appears in the form of local-
ized turbulent patches known as turbulent puffs [2]. See a
visualization of a turbulent puff in figure 1. At low Reynolds
numbers, puffs tend to decay following a memory-less process,
resulting in exponential lifetime distributions. From a dynam-
ical system point of view, decay events correspond to extreme
events of transitional pipe flow [1]. Like extreme events in
other dynamical systems, such as hurricanes in the weather
system, decay events are linked with a certain predictability
[5] that, to the best of our knowledge, has not been studied
yet. In this project we characterize the predictability of decay
events in pipe flow. To that end we perform a massive num-
ber of direct numerical simulations, initialized using different
instantaneous puffs. By gathering statistics of decay times,
we characterize the predictability of decay events. In order to
perform such a big number of individual DNS, we use a newly
developed C-CUDA code, that enables fast DNS.

Figure 1: Turbulent puff at Re = 1850. In red, isosurfaces of
uZ+u? =0.01U2. In grey, low speed streaks with u}, = —0.4U

NUMERICAL METHODS

We consider the flow of a viscous Newtonian fluid with
constant properties in a straight smooth rigid pipe of circular
cross-section. The flow is assumed to be incompressible and
governed by the dimensionless Navier—Stokes equations

8—uJr(u-V)u:prJrLVZu+fp(t)-eac (1)
ot Re
and V-u=0. (2)

Here, u is the fluid velocity, p the pressure, e; the unit vector
in the axial direction and fp (t) the time-dependent pressure
gradient that drives the flow at a constant bulk velocity (U).

All variables are rendered dimensionless using the pipe di-
ameter (D), U, and the fluid density (ps). The equations are
formulated in cylindrical coordinates (r, 6, z), where the veloc-
ity field has three components u = (ur, ug, uz) in the radial,
azimuthal and axial directions, respectively.

We integrate the NSE numerically using a newly developed
C-CUDA version of the pseudo-spectral nsPipe code [4]. The
equations of motion are discretized using a Fourier-Galerkin
ansatz in the azimuthal (f) and axial (z) directions. In the
radial (inhomogeneous) direction, high-order finite differences
(FD) are used. The user can select the stencil-length of the FD
scheme, being the default one a length of 7. The code assumes
periodic boundary conditions in the azimuthal and axial di-
rections. It also considers a non-homogeneously distributed
grid spacing in the radial direction, having more points clus-
tered close to the pipe wall than in the pipe center-line. The
NSE are integrated forward in time with a predictor-corrector
method. The divergence free condition is enforced at each
time step after iterating in the corrector step. The boundary
conditions at the wall are imposed using an influence matrix
method [6].

We perform DNS in a L; = 50D long pipe domain, at
Re = 1850. We use a coarse grid that has been optimized
so the number of grid points is minimum, but the lifetime
distributions of puffs are well captured. We use N, = 48 radial
points and My = 96 azimuthal and M, = 768 axial physical
points after aliasing. The maximum shear Reynolds number
measured is of Rer = 70 which results in a grid spacing in
viscous units of 0.06 < Art < 2.2, DAOT /2 > 4.5 and Azt >
9. The time step size is set equal to At = 0.0025D/U. As
a heuristic threshold we assume that puffs decay when the
volume-averaged kinetic energy of the cross-sectional velocity
satisfies:

1
V///V (u% +u§) dV = <u3 +u§>r’9’x <le—7. 3)

METHOD TO ASSES PREDICTABILITY

We asses the predictability of puff decay performing mas-
sive ensembles of simulations. We follow three steps.



Step 1: base trajectories. We run ¢ = 1,..., N base tra-
jectory simulations, each initialized with a different instanta-

neous snapshot of a puff that decays at a given time Tjecay.

Step 2: sampling the base trajectory. We save the instan-
taneous state of each base trajectory at several Ny = 10 times
t;., where j = 1,2,..., Ny, before the decay event t; < Téecay.
The predictability of each of these instantaneous puff states

Ny x Nt will be assessed.

Step 3: run ensembles of simulations. For each base tra-
jectory ¢ and instantaneous state of the system j, we per-
form massive ensembles of simulations. Each ensemble has
N; = 200 simulations, and all of them are initialized with the
corresponding instantaneous field at t;, plus an additive white
Gaussian noise in all the d.o.f. of the system with magnitude
eg = le — 2.

In total we perform Ny, x N: x N; individual simulations.
We use the ensembles of simulations to gather statistics of
decay events to characterize predictability.

RESULTS

‘We compute statistics of puff decay conditioned to be initi-
ated using different instantaneous puffs. See in figure 2 (left)
an example of a base trajectory, where points denote the in-
stantaneous puffs we use to compute statistics of decay events.
See the lifetimes statistics of each instantaneous pulff in figure 2
(right). Note how, the cumulative distribution of lifetimes
tends to be clustered close to At = 0, if the puff used to ini-
tialize the ensemble is close to the decay event of the base
trajectory. On the other hand if the puff is further back in
the past, the statistics look more similar to the expected ex-
ponential distribution.
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Figure 2: To the left: a zoom in a puff base trajectory ¢ with

a decay event at time t = T% The points denote some in-

decay "
stantaneous times t; where ma:sive ensembles of simulations
are launched. To the right: survival function of puff decay af-
ter a time span At, for ensembles of simulations initiated close
to different puff states before decay. With a dashed black line,
the expected exponential distribution of puff decay without
conditioning the statistics, 1 — Py =~ exp (—1/7) [2]. The col-
ors of the lines correspond to the colors of the points in the
left plot.

We use these lifetime distributions to characterize the pre-
dictability of each puff state. We compute the predictability
as the difference between these probability distributions, and
the expected exponential one. The Kullback-Leibler diver-
gence (KLD) measures the difference between two probability
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distributions p and pq, and is given as:

KLD = ;p(w) log ( p(@) ) . (4)

pq ()

Note that the KLD is minimum when p = pq, then K LD — 0.
In our case, p is the normalized probability distribution func-
tion p = AP(AY) o the conditional statistics of decay shown
in figure 2 (right). The normalized probability distribution pq
corresponds to the expected exponential lifetime distribution,
dashed black line in fig 2 (right). The units of the KLD are
arbitrary, but the bigger the KLD is, the more different the
two distributions are, and therefore, the more predictable a
given ensemble is.
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Figure 3: Kullback-Leibler divergence as a metric of pre-
dictability with respect to time, for a puff base trajectory i
with a decay event at t = Téecay‘ The positive horizontal axis
represents back in time with respect to a decay event. The
error-bars denote the uncertainty of computing the KLD us-
ing N; = 200 discrete data points according to a bootstrapping

analysis.

See in figure 3 the KLD of one base trajectory. The positive
horizontal axis corresponds to back in time with respect to
the decay events at Tjecay. Close to the decay event, the
instantaneous state of the puff is highly predictable and the
KLD is maximum. As one goes back in time, predictability
decreases. We report that predictability does not necessarily
need to decrease monotonically.

By performing this analysis, for additional base trajecto-
ries, we classify puffs according to their predictability and aim
to identify what makes some puffs more predictable to decay
than others. We believe that, by identifying the features that
make a puff more predictable for decay, we can find the causes
behind a decay event.
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INTRODUCTION

Developing improved sub-grid scale (SGS) closure models
is an important research area within large eddy simulation
(LES). Most existing models are limited by their inability to
predict back-scatter and their assumption that the SGS stress
tensor is aligned with the resolved strain-rate tensor.

With recent advances in machine learning and high-
performance computing, there has been a growing interest in
using deep neural networks (DNNs) to learn more complex
deep learning SGS (DL-SGS) models.

In general, an a priori training approach has been used (e.g.
[1, 2]). A priori training trains a closure model as a standard
regression problem, where the input to the neural network is
the filtered/time-averaged DNS and the output is the DNS’
SGS tensor. The training is decoupled from the LES equa-
tions; once trained off-line on the DNS data, the closure model
is substituted into the LES for an a posteriori simulation.
However, in this approach, the training and prediction (LES
simulation) are inconsistent. For instance, the model receives
DNS data as its input during training while it receives LES
data as an input during prediction, and the significant effect
of numerical errors on high wavenumbers is unaccounted for.
This has been observed to affect accuracy and stability of DL-
SGS models, and may play a part in their limited application
to only relatively simple flows such as isotropic turbulence,
jets, and turbulent channel flows.

Optimizing the DL-SGS in an equation consistent manner
using adjoint training methods shows potential for address-
ing the limitations of a priori DL-SGS model training. It
has already been successfully applied to incompressible flows
including decaying isotropic turbulence, free jets, and bluff
bodies, and has been observed to offer superior performance
and improved stability compared to both classical and a priori
trained DL-SGS models [3, 4, 5].

In this paper, we develop adjoint methods for optimizing
DL-SGS models for compressible flow LES and apply them
to the flow around a NACA 0012 airfoil at Re = 50,000 and
Ma = 0.4. Both the fluid mechanics and geometry are more
complex than previous applications of DL-SGS models: lami-
nar to turbulent transition, separation, and reattachment are
all key flow features. The adjoint trained DL-SGS model de-
tailed in this paper provides increased accuracy over both
no-model LES and the Smagorinsky eddy viscosity model

in out-of-sample computations within the same broad flow
regime as the training data, and even out performs no-model
LES (and is competitive with the Smagorinksy model) for far
out-of-sample simulation of fully separated flow, which con-
tains a large amount of unseen flow physics.

METHODOLOGY

The DNS and LES simulations in this paper are conducted
in PyFlowCL, an in-house compressible curvilinear finite dif-
ference solver. PyFlowCL is Python native and uses the
PyTorch and MPI libraries to enable scalable, distributed
simulation and DL-SGS model training with full GPU accel-
eration.

We model the LES SGS stress and heat flux tensors (‘rijGS

and fSGS ) with an anisotropic diffusivity approach, such that

7565 & phij (0, T,,V @ u;0) Sij, )

and oT
F795 % phaj (p, T, A,V © u; 0) Fr )

J

where p, A, T and u are density, grid spacing, temperature,
and velocity respectively. With these inputs the network is
Gallilean invariant. The output layer of the DNN h con-
tains an exponential linear unit (ELU) function, so that net
dissipation in the simulation is locally always positive (even
neglecting the kinetic energy removed by the implicit filter).

Our adjoint training approach seeks to learn the neural
network parameters 6 such that the short-time evolution of
the LES solution matches the filtered DNS data as closely
as possible. To do this, the LES solution is initialized from
filtered DNS (fDNS) data and advanced for 1% of a chord
flow-through time. The flow field at the end of this period is
used to calculate an L1 loss based on the difference between
the LES data and the target fDNS flow field. Then, the auto-
differentiation abilities of PyTorch are utilized to advance an
adjoint equation backwards in time, accumulating gradients
of the loss with respect to 6, which can be used to optimize 6
using gradient descent-type algorithms such as RMSprop. We
use a minibatch approach, where multiple distributed LES
simulations are advanced simultaneously, and their gradients
are averaged at the end of each optimization iteration before
updating the DNN parameters.



(a) AoA = 5° (Training) (c) AoA = 15° (Out of sample)
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Figure 1: Instantaneous DNS velocity magnitude fields for a
NACA 0012 at Re = 50,000, and Ma = 0.4.

DNS DATASETS

The DL-SGS model is trained on DNS data at AoA = 5°.
A snapshot of the instantaneous velocity magnitude field pre-
dicted by the DNS is shown in Fig. la. The PyFlowCL DNS
at this condition has been extensively validated, for example
showing good agreements with the DNS pressure and friction
coefficient distributions in [6]. The DNS shows the expected
well-known flow structure of this configuration: there is a
leading edge laminar separation bubble, which rolls up into
vortices that breakdown, causing turbulent reattachment at
around 60% chord. The DNS grid contains 186M points; the
LES grid is formed by down-sampling this grid by a factor of
8 X 4 X 9 in the z, y, and z directions, leading to a 2,300-fold
reduction in computational cost (288-fold in space, and 8-fold
in time).

After training, the model is used in a posteriori LES at
AoA = 5°, 7.5°, and 15° (shown in Fig. 1la, b, and c respec-
tively. The a-posteriori simulation at AoA = 5° is considered
quasi-out-of-sample—this is because, although the model has
been trained on DNS data at this angle of attack, this was
only over 1% of a chord flow-though time, and not over the
20+ flow-through times required in the LES to expel initial
transients and calculate flow-field statistics.

Two fully out-of-sample flow conditions are simulated. The
first, at AoA = 7.5° exhibits the same qualitative flow struc-
ture as the quasi-out-of-sample case, however it reattaches
much earlier at around 30% chord, leading to a more devel-
oped turbulent boundary layer over the latter half of the airfoil
suction surface. The second, at AoA = 15° is very far out-of-
sample. As can be seen in in Fig. lc, the flow field for this
case is fully separated, with the dominant mechanism for un-
steadiness in the separation bubble being the roll-up of a large
vortex at the trailing edge, which the persists downstream in
a vortex street. These flow features are entirely unseen in the
training data, meaning that AoA = 15° is expected to be a
very challenging case for the DL-SGS model.

RESULTS

The errors (relative to filtered DNS, fDNS) in the lift and
drag coefficients (Cp, and Cp) predicted by no-model LES,
LES with the Smagorinsky SGS model (with Cs = 0.1), and
LES with the DL-SGS model are shown in Tab. 1. In both
the 5° and 7.5° cases, where the DL-SGS has been trained
over representative physics, it out performs the no-model LES
with errors that are more than 50% smaller in both C, and
Cp. At these conditions, the Smagorinsky model behaves
extremely poorly—due to its well-known issues in transitional
flows, it incorrectly predicts flow separation.

At AoA = 15°, the DL-SGS has similar errors to the
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Table 1: fDNS lift and drag coefficients and relative errors of
LES simulations.

Angle of attack 5° 7.5° 15°
fDNS Cp, 0.605 0.725 0.789
No model Cy, error [%)] 6.2 12.5 3.5
Smagorinsky Cp, error [%)] 35.4 16.2 12.9
DL-SGS Cy, error [%)] 3.0 4.8 13.2
fDNS Cp 0.036  0.050 0.273
No model Cp error [%)] 6.8 220 296
Smagorinsky Cp error [%] 51.9 93.6 14.7
DL-SGS Cp error [%)] 258 724 176

Smagorinsky model—this is considered to be extremely en-
couraging given the far out-of-sample fully separated nature
of this flow condition, indicating that the DL-SGS model has
learned at least some generalizable properties of turbulence.
We highlight that, if we had optimized the value of Cs in
the Smagorinsky model at AoA = 5° in a similar way to the
DL-SGS, we expect it to be very close to zero, resulting in sig-
nificantly worse performance of the Smagorinsky model (on a
par with no model) at AoA = 15°. The no model LES accu-
rately predicts Cf, at AoA = 15°, but has an error in Cp that
is 50% larger than the other two LES simulations, suggesting
that the accurate C, prediction is likely due to a cancellation
of errors, not accurately capturing the flow field.

CONCLUSION

The results presented here show a significant improvement
in the ability of DL-SGS models to predict complex flows
and generalize reasonably well to unseen physics. This is
attributed to the equation-consistent optimization of the DL-
SGS model using an adjoint training method. The full paper
will analyze the LES flow fields in detail to yield insights in to
what flow-physics the model has learned. It will also assess re-
sults of the model at additional out-of-sample conditions (AoA
and Re), a model trained with an input space extended to in-
clude second derivatives, and a model trained over a longer
time-period.
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INTRODUCTION

Numerical precision in large-scale scientific computations
has become a frequently discussed topic due to new develop-
ments in computer hardware. Low-precision arithmetic of-
fers the potential for significant performance improvements,
but the uncertainty added from reducing the numerical pre-
cision is a major obstacle for it to reach prevalence in high-
fidelity simulations of turbulence [1]. In the present work,
the impact of reducing the numerical precision under dif-
ferent rounding schemes is investigated and compared to
the presence of white noise in the simulation data to ob-
tain statistical averages of different quantities in the flow.
To investigate how this impacts the simulation, an exper-
imental methodology to assess the impact of these sources
of uncertainty is proposed, in which each realization u® at
time ¢; is perturbed, either by constraining the flow to a
coarser discretization of the phase space (corresponding to
low precision formats) or by perturbing the flow with white
noise.

EXPERIMENTAL METHODOLOGY

We consider the discretized system vt = f(u?) where
u? = {ui,...,u}} and u € F™ where F is a finite precision
discretization of the phase space P. In order to assess the
sensitivity and robustness of such a discretization we evalu-
ate the impact of the following perturbed system

ut = g(f(uh)) (1)

where g maps an original state to a slighlty different one. In
this work, three different versions of g are considered:

g(u) = roundgrrN,FP () (2)
g(u) = roundsgr,rp (u) (3)
gluy= (Q+eu, &~ U[’ll’l] (4)

where roundrrn,Fp corresponds to conventional rounding-
to-nearest (RTN) to a numerical representation in floating
point precision FP, roundsg,rp corresponds to stochastic
rounding (SR) to precision FP, and the last version adds
uniformly distributed white noise to the solution u?, sam-
pling the new value in the range f(u?) [l —¢, 1+ €.
Stochastic rounding for a value z between two values x1
and x2 corresponds to rounding up to xz2 with probability
(x —x1)/(z2 — 1) and down to z1 with probability (z2 —

z)/(x2 — 1) while round-to-nearest would deterministically
round x to x1 and z2 whichever is closest to . The reason
for incorporating stochastic rounding is due to recent works
indicating that this method avoids so-called stagnation in
dynamic systems, where z is repeatedly rounded to the same
value, although x changes.

THE LORENZ SYSTEM

To assess the viability of this approach a first study is
carried out using the Lorenz system for different parameters.
The Lorenz system is commonly written as, for u = (z,y, 2):

W= (oly—a)alo—2) ~vay—p2). ()
The system is then discretized with w*t! = f(u’) with a
Runge-Kutta scheme of order four (RK4). Statistics are
computed over ensembles of 1000 runs where the initial con-
dition is varied, for each run in the ensemble, the simulation
is run for 1500 time units, statistics are collected for 1000
time units, and the first 500 time units of each simulation are
discarded. The simulation is carried out first with the com-
monly used parameters p = 28,0 = 10,5 = %, but also with
increasing p = 30,60 as well as three different time steps
At = 0.001,0.01,0.1. The parameters are also varied as we
consider six different numerical precisions, namely conven-
tional double-precision (64 bits), single-precision (32 bits),
half-precision (16 bits), brain float 16 (bfloat16), as well as
the two recently proposed quarter (8 bits) precision formats
q43, and g52, with 4 and 5 exponent bits respectively, com-
pared to double-precision’s 11 exponent bits. The parameter
€ for the noisy simulations is then used to match the machine
epsilon of each considered floating point precision. Details
for each precision can be found in [5] Evaluating the per-
turbed system u't! = g(f(u?)) we then collect first and
second-order statistics as well as compute the second-order
moment of the velocity increments between each time step

(Au?) = (Wt —uh)?) = ((u'+1)?) + ((u')?) — 2(u’Tu’)(6)

= 2((u?) = (ut1u))

as computing the time average over u* or u*t! is the same
due to the system being statistically stationary. Due to this
the first order moment is also zero, (Au) = 0. As we only
consider statistical quantities in this study we only consider
ergodic, statistically stationary systems.



(=) (Az2)1/2
FP64 | 23.55, 23.55, 23.55  0.79, 0.79, 0.79
FP32 | 23.55, 23.55, 23.55  0.79, 0.79, 0.79
FP16 | 23.50, 23.55, 23.55  0.80, 0.79, 0.79
BF16 | 24.14, 23.59, 23.58  0.71, 0.79, 0.79
Q43 | 37.28,22.77, 24.73  0.00, 1.12, 1.21
Q52 | 12.49, 25.51, 25.56  0.00, 1.79, 2.21

Table 1: Computed time averages for the Lorenz system for
p = 28, At = 0.01. The three values in each column corre-
spond to deterministic rounding (RTN), stochastic rounding
(SR), and adding noise.

By looking at the results from the Lorenz system in Ta-
ble 1, we note that stochastic rounding avoids the impact of
stagnation that is evident for RTN for lower precisions and
performs similarly to the noisy simulations. Second is that
the simulation is robust until 16 bits. However, we note in
other simulations that the number of bits necessary is also
coupled with the length of the time step and also changes
when p is increased.

CHANNEL FLOW

The same methodology is now applied to direct numeri-
cal simulation of turbulent channel flow at Re; = 182 and
395, based on the friction velocity w,, channel half-height
¢ and kinematic viscosity v. The simulation domain is of
size %wé, 26,476 for both cases and with periodic boundary
conditions in the streamwise and spanwise directions and no-
slip boundary conditions at the two walls. Unlike the Lorenz
system, we consider only one simulation per rounding pro-
cedure, leading to nine simulations per Reynolds number.

In the initial simulations, we employ the pseudo-spectral
solver SIMSON [3] with 128 modes in each spatial direc-
tion Rer = 182 case and 512,193,256 for Rer = 395 in
the streamwise, wall-normal, and spanwise directions re-
spectively. The rounding at each time step is performed
with the library CPFloat [5], all simulations restart from
the same initial conditions, and statistics are collected for
500 non-dimensional time units based on the channel cen-
terline velocity U, and §. We are applying our methodology
to a similar set of simulations by using the recent spectral-
element solver Neko [4], to assess whether similar results for
these flow cases can be obtained independent of spatial and
temporal discretization.

To illustrate our initial results, we assess the impact of
different roundings by influencing the state at each time
step of the simulation according to(1) with a time step of
At/(6/U.;) = 0.003. We show the difference between using
deterministic and stochastic rounding in Figure 1 . These
measurements of the first moment of the streamwise velocity
illustrate the same behaviors as we obtained for the Lorenz
system in which stochastic rounding converges to the full
precision measurements to a larger extent. Using 43, with
only 4 exponent bits failed to capture the multiscale behav-
ior of turbulence, and the simulation cannot be obtained for
deterministic rounding, while it follows the linear behavior in
the near-wall region. For q52 we observe that the statistics
are severely impacted when using deterministic rounding,
but that when using stochastic, we for this first-order quan-
tity obtain a good match by using higher precision. For noise
the first-order moments are preserved well. However, for
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Figure 1: Mean flow profile in plus units for Re; = 395 for
runs using deterministic and stochastic rounding as well as
influencing the flow with noise. For deterministic rounding
q43, the simulation became unstable and did not finish.

higher-order moments we observe that the difference for all
perturbed systems is significant and the difference between
@52 and the other precision is significant. For precisions such
as FP16 or bfloatl6 though, the results are in good agree-
ment also for higher moments.

We are now in the process of evaluating how the probabil-
ity density functions of the velocity and velocity increments
Awu change as precision and noise influence the simulation.
Comparing the sensitivity close to the wall, we see indi-
cations that the near-wall region is less impacted as well,
similar to previous works looking at the uncertainty of tur-
bulent statistics [2]. Of note in general, is that the flow
field and simulation results seem remarkably robust under
the influence of rounding and noise for channel flow. An
open question is how this translates to more sensitive cases,
such as separation, and whether these results can be used to
obtain higher performance or for turbulence models and to
assess the uncertainty prevalent in simulations of turbulence.
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INTRODUCTION

Due to the rapid increase in available computational re-
sources and the development of high-resolution fluid simu-
lation techniques, Direct Numerical Simulation (DNS) and
Large Eddy Simulation (LES) are increasingly used to com-
plement experiments for fundamental flow studies. Moreover,
scale-resolving approaches provide access to the statistical mo-
ments of the flow variables for the development, calibration,
and validation of turbulence models [1]. In this context, a
rigorous quantification of the uncertainty on the statistics is
essential for numerical studies. Fonseca et al. [2] pointed out
that the lack of convergence of statistical fields is a source of er-
ror in the Reynolds stress tensor and, thus, in the calibration of
RANS models. The reporting of uncertainty margins is a com-
mon practice in experiments and allows relevant conclusions
about the physics under consideration. However, uncertainty
is not consistently reported in the DNS literature.

Simulation errors can be classified in three categories. The
first category relates to uncertainties linked to numerical ap-
proximation errors. The second category correspond to statis-
tical errors. The third category is associated with boundary
conditions (i.e., potential reflections and local distortions of
the flow). The present work concentrates on the estimation of
statistical errors. The evolution of the statistical errors over
time can be quantified using sampling error estimators from
which the duration of a DNS or LES can be determined by
the accepted statistical uncertainty of the quantity of interest.
Nonetheless, assessing such an estimate is challenging due to
the high and unknown correlation within the time signal. Fur-
thermore, this correlation may vary considerably across the
spatial domain.

The basic confidence interval €, = o/y/n where o is the
standard deviation of a single sample, and n is the number of
samples, is constructed on the hypothesis that the data are
identically, independently distributed (i.i.d.) samples. How-
ever, such an assumption does not hold for most real-world
problems. The numerical simulation of a continuous-time
chaotic system requires a small time step to accurately resolve
turbulence structures, resulting in highly correlated succes-
sive samples. For this case, several approaches to evaluate
the variance of sampling means have been proposed in the
literature, e.g. [3, 4] among which many are based on the
modelization of the random process and the adjustment of
the model parameters via a maximum likelihood formulation.
Batch means methods such as the Moving Blocks Bootstrap

method (MBB) [5, 6] have been developed to reduce model de-
pendencies. Unfortunately, they require storage of all samples
to evaluate the statistic of interest, making them impractical
for DNS or LES due to prohibitive memory requirement.

The present work is a first step in the development of a
statistical uncertainty quantification methodology for first-
order statistics of DNS computations: the development of
unbiased estimators to quantify the expected deviation from
the infinite-time-averaged statistic without any prior knowl-
edge of the statistical process and with a limited amount of
samples. To overcome the memory problem, all statistical
quantities are evaluated using cumulative approaches. We de-
veloped three estimators for the variance of sample mean and
tested them on three representative test problems: a generic
autoregressive (AR) process, the solutions of the Kuramoto-
Sivashinsky equations, and a DNS of the turbulent flow over a
two-dimensional periodic hill, which features a massive separa-
tion from a curved wall. In comparison to existing techniques,
our estimators are cumulative, work well with short-duration
time signals, account for correlation, and result in very little
computational overhead.

METHODOLOGY

To get the uncertainty about the sample mean Z,, one
needs to evaluate the variance of the sample mean, defined as,

o ol k
Var(fn):—[1+22(1—f) pk]. (1)

n = n
In Eq. 1, the variance o2 and the correlation terms pj, of the
variable  are unknown. Therefore, in this work, three esti-
mators of the ACF (Egs. 2, 4, and 6) are employed to develop
three asymptotically unbiased estimators of the sample mean.
The extension to the confidence interval is based on the gener-
alization of the Central Limit Theorem [7]. In the expressions
below, the constant m is a truncation of the number of sam-

ples n evaluated through an optimization procedure, while the
constants a1, a2, a3, and bz are functions of n and m.

Estimator 1 This estimator is based on the classical ACF

estimator 4, defined as,
1 n—k
Ak = > (@ = Fn) @ik — Tn)- (2)
n—1 =
Based on Eq. 1 and the evaluation of the expectation of Eq. 2,

the estimator of the variance of the sample mean is given by

Var (Tn) =~ a1 <Si +2 Z ’3%) ) (3)
k=1




where sj, is the sample variance computed recursively.

Estimator 2 This estimator uses the quadratic variation
estimator, initially proposed by Andersen et al. [8],

R 1 n—k
op == Y (zt — zeyr)? 4)
n t=1

Following similar manipulation as for Estimator 1, we obtain
as(n—1)s2 — S, b o
n(l — a2)
Estimator 3 This third estimator is based on the non-
centered classical ACF estimator,

1 n—k
bk = > wiwipk. (6)
t=1

Var (Zn) ~

n—k
The resulting estimator of the variance of the sample mean is

m
Var (Zn) ~ a3 | (n —1)s2 +2 Z(n —K)pp + 0372 | . (7)
k=1

RESULTS

For the sake of brevity, only the results on a AR(K) process
are briefly presented in the present abstract. This AR(K) pro-
cess is a synthetic model for a stochastic process with known
mean, variance and correlation function. It is constructed by
computing a new sample value x; as a finite weighted sum of

the K previous sample values plus a white noise:
K

x; = Z apTi—g +é€i, (8)
k=1

where oy are real coefficients and ¢; is a sample of a white
Gaussian noise, i.e., ¢, ~ N (0,062). The resulting system is
statistically stationary, with a zero mean, after a “certain”
initial transient, due to the initialization of the first K value
of the process. The coefficients of the auto-covariance function
are obtained with the Yule-Walker equations described in the
chapter Autoregressive Processes of [9].

Figure 1 shows the evolution of the confidence intervals
size with increasing realization lengths for our three estima-
tors, taken between 27 and 214, on an ensemble of B = 100
distinct time series of an AR(6) process. Because B AR(6)
processes are generated, B confidence intervals have been ob-
tained for each n value. Hence, for each n value, the variance
over the confidence intervals is evaluated to plot the error bar
in Fig. 1. The exact confidence interval size, computed with
the analytical expression of p, o2, and py, is drawn in a red
dotted line. The MBB method and the estimator proposed by
Beyhaghi et al [1] are also compared as additional references.
However, both require all samples of the time series, which is
impractical for scale-resolving simulations.

Our three estimators behave similarly and are all three
asymptotically unbiased. For the highest number of samples
of 214, the relative error with respect to the exact confidence
interval is approximately 0.2—0.3%. The MBB method con-
verges more slowly compared to our estimators and slightly
underestimates the exact confidence interval size with a rela-
tive error of 5.2% at n = 2. The main advantage the Bey-
haghi estimator lies in the optimization of the auto-correlation
function based on the complete time series, leading to good es-
timations even for small n. However, the computation of their
estimator is expensive. We conclude that the three estima-
tors introduced in the present study converge faster than the
MBB method and coincide well with the Beyhaghi estimator
at moderate and large n, at a much lower cost though.
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Figure 1: Evaluation of three estimators of the variance of the
sample mean on 100 realizations of an AR(6) process.

CONCLUSION AND PERSPECTIVES

Three estimators are presented in this work for the pre-
diction of the variance of the sample mean, i.e., to quantify
the uncertainty linked to the approximation of infinite-time-
average statistics of statistically stationary ergodic processes.
These estimators are asymptotically unbiased and can be com-
puted with a cumulative approach and a small set of
correlation coefficients to reduce the memory storage in
scale-resolving flow solvers. The long-term goal of this work
is to provide confidence interval maps of all computed statis-
tics for a fair comparison with experimental data and other
high-fidelity simulations.
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INTRODUCTION

Scale-resolving simulations, such as DNS, LES, and hybrid
RANS-LES, result in spatio-temporal fields of different quanti-
ties of turbulent flows. Among the outcomes of interest from
such simulations are the turbulence statistics which are es-
timated by applying sample mean estimators (SMEs). By
nature, such statistics are uncertain up to some level due to
the use of finite-size sets of samples in the SMEs. Quantify-
ing such uncertainties has been the subject of a few studies,
see e.g. [1, 2, 3]. But all uncertainty quantification (UQ) tech-
niques in the literature have been typically applied in an offline
mode, meaning that they require to have access to all samples
of the turbulence time series at once. This requires the time
samples of quantities to be collected during the simulation
and written on disk. The UQ analyses are then performed
as a post-processing step. These methods are useful but can-
not be used for large amount of data produced in large-scale
turbulence simulations which are becoming more affordable
due to the progress in high-performance computing technolo-
gies. Additionally, we would like to have the possibility of
online monitoring of the uncertainties in turbulence statistics
in next generation of CFD software [4]. Aligned with these,
we have developed a framework for in-situ/online estimation of
time-averaging uncertainties in SMEs of turbulent flows statis-
tics [5]. The underlying algorithms which are briefly explained
in the following section, are low-storage, flexible (can be used
with any CFD software), computationally efficient, and result
in accurate estimation of uncertainties on par with the offline
methods.

WORKFLOW AND ALGORITHMS

Consider a turbulence time series for variable z, with as-
sociated samples denoted by x = {z;}7_;, where x; = x(t;).
The sampling intervals are assumed to be identical. A general
characteristic of turbulence time series is that the samples
x = {x;}7, are autocorrelated up to a generally unknown
time lag. The SME for a sample time series of = reads as,

p=Elz] = %Zflh 1)
i=1

The uncertainty in £ can be obtained from the following ana-

lytical expression [6]:

(n—1)
Vi = 2@ =+ lo+2 Y (1- )| @
n = n

where v, is the autocovariance of = at lag m. The sample-
estimated 4, at high lags are, by definition, oscillatory.
Therefore, directly using 4 in Eq. (2) would result in inaccu-
rate values of 6(f1). Two general remedies have been proposed.
First, using a smooth model for the autocovariance function
(ACovF) ~v(m) built based on a limited number of sample-
estimated 4, with m € mypain. The second strategy is to
avoid using Eq. (2) and rely completely on the batch means,
see [2]. The first approach is, however, more intuitive, accu-
rate and less dependent on hyperparameters (such as the batch
size in the second approach). The framework introduced in [5]
provides streaming algorithms for both strategies, but keeps
the main focus on the first strategy. There are a few main
elements in the in-situ framework which are shortly reviewed
here. An algebraic model is introduced for modelling the au-
tocorrelation functions (ACF), p(m) = v(m)/~v(0):

p(m) = aexp(—bm) + (1 — a) exp(—cm), (3)

where the parameters a, b, and c are estimated using a given
a finite set of training 4y, m € M¢pain where my,,i, is flexible
(e.g. full or sparse sets associated to fixed or variable sampling
intervals). The updating formulations of the sample mean and
variance estimators in Ref. [5] rely on the expressions proposed
by Welford [7]. For sample-estimated autocovariances, an up-
dating expression has been derived starting from,

J
M7= =i+ 1) D (@ — Mij)(@k-m — Mij), (4)
k=1

where FTJ- is the contribution of samples between ¢ and j in
Ym, and M; ; is the corresponding updating sample mean of x.
For evaluation of some terms in the expanded form of Eq. (4)
which contain z;_,, access to m previous samples is required.
To avoid the storage of the whole data samples, the use of an
updating buffer array is proposed in [5]. The resulting UQ
method is called in-situ modelled ACF (iMACF). Although
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Figure 1: Impact of the function used for modeling the ACF
from 10° time samples taken from a turbulent channel flow
averaged streamwise velocity (u)z» at yT = 94. The training
sample-estimated ACF data are taken at the first 100 time
lags. The ACF models pa(m) and pi(m) refer to Eq. (3)
with all terms and only the first term on the right-hand side,
respectively.

the algorithms can be directly implemented in a CFD software,
they are wrapped as VTK (Visualisation Toolkit) filters in [5]
and executed in a Catalyst [8] pipeline together with native
VTK filters, for instance, to extract slices from the original
mesh (regions of interest). This makes the whole framework
versatile.

RESULTS

The accuracy, robustness and computational efficiency of
the described framework have been extensively tested based
on the LES of turbulent flows in a channel at Re; = 300
(for a-priori analyses), over a NACA4412 wing section at
Re = 75000, and around a rotor built out of four blades with
NACAO0012 airfoil profiles at Re = 10000. All simulations have
been performed by the open-source spectral-element CFD soft-
ware Nek5000 [9] using conformal meshes except the rotor case
for which an adaptive mesh refinement strategy was adopted.

The expression (3) has been demonstrated to be capable of
accurately modelling the ACF's, and hence accurately estimat-
ing 6(f1). This is shown, for instance, in Figure 1 for the time
series of the streamwise velocity of the turbulent channel flow
use case at an arbitrary distance from the wall. The model
(3) is also robust against how the training samples my,,i, are
selected. This property is highly beneficial to reduce the mem-
ory when streaming algorithms for computing 4, m € Myrain
are adopted. Figure 2 represents the contours of the SME of
the streamwise velocity along with its associated &2(j1) esti-
mated by the iMACF method. The level of uncertainties is
higher near the trailing edge of the suction side of the wing.
Obtaining such a plot using any offline method would require
collecting and storing time samples of the velocity at each of
the grid points located within the illustrated region of interest,
a task that would have slowed down the simulation and re-
quired a considerable disk space and memory. If a batch-based
method was used, then the estimated uncertainties could be
biased with respect to the selected value for the batch size.

CONCLUSIONS

A versatile, accurate, and computationally efficient frame-
work has been designed and tested for in-situ estimation of
time-averaging uncertainties in sample mean estimators ap-
pearing in turbulence statistics. The framework can be linked
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Figure 2: Contours of (top) the SME of streamwise velocity u
and (b) associated variance estimated by the iIMACF method
for the NACA4412 wing use case. The time averaging was per-
formed for overall 5.37 time units equivalent to 200000 time
steps. Every 20-th sample was considered in the time averag-
ing.

to any CFD software and handle both conformal and adap-
tively refined meshes. The weak and strong scaling tests
demonstrated a negligible overhead in the computational cost
and memory usage by the framework. These results are
encouraging to extend the framework to include other in-
situ/streaming data analytic techniques in future.
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INTRODUCTION

The dynamics of fluid flows is complex and requires ad-
vanced numerical techniques for accurate prediction and anal-
ysis. Large Eddy Simulation (LES) has gained popular-
ity in recent years, primarily due to advancements in high-
performance computing and the proliferation of computer
clusters. LES has become the method of choice for sim-
ulating flows in scenarios where Direct Numerical Simula-
tion (DNS) is too computationally expensive but Reynolds-
Averaged Navier-Stokes (RANS) models provide inaccurate
results.

Among the many LES methodologies, the Variational Mul-
tiScale (VMS) and the Streamline-Upwind/Petrov-Galerkin
(SUPG) method have emerged as powerful tools for address-
ing the challenges posed by a wide range of flow problems.
One can be seen as the evolution of the other. Both have
earned recognition for simulating convection-dominated flows
capturing a broad spectrum of flow scales, and offer a promis-
ing avenue for understanding the intricacies of complex fluid
behavior. They have been used successfully to study incom-
pressible flows. Bazilves et al. [1] and Colomés et al. [2]
have used the VMS to simulate the turbulent channel up to
Rer = 395.

We present the results of our research conducted using an
in-house code developed in the Julia programming language.
Our study focuses on the implementation and utilization of
SUPG and VMS to solve fluid dynamics problems using struc-
tured quadrangular grids and first-order elements. The two
methods are compared while solving in 2D: Taylor-Green vor-
tices, vortex-shedding and lid driven cavity flow. Different
aspects are analyzed: how the error decays with the mesh
refinement, differences between suing the 6 and « (originally
introduced in [3]) method for time-marching. Furthermore, an
in-depth analysis on the conditioning number of the matrices
is carried out, it is investigated how the stabilization terms act
on it and how the time step plays a key role in the stability of
the resolution.

We also show the capabilities of the Julia programming
language [4] for high-performance scientific computing and the
advantages of developing an internal code for customized CFD
simulations.

The insights and results presented in this paper contribute

to the growing body of knowledge regarding advanced CFD
techniques and their implementation in Julia, opening doors

for improved modeling and simulation capabilities in various
engineering and scientific disciplines.

METHODS

The non-linear time dependent formulations of the SUPG
and VMS which have been implemented and solved are go-
ing to be presented. In both methods, the addition of new
terms to the weak form of the governing equations, tailored to
the specific instabilities encountered, results in stabilized solu-
tions. The new stabilization terms allow us to use same-order
elements for both velocity and pressure. Without the new
terms the stability Brezzi-Babuska condition is not statisfied,
[5], and the solution is unstable. The new stabilized terms
have the fundamental characteristic of being residual-based.
This means that they approach zero when the original flow-
governing equations (mass conservation (1) and momentum
conservation (2)) are satisfied.

Re=V-@ (1)

Fon = 904 @ V)i + Vp - v~ | @)

RESULTS

Taylor-Green

The Taylor-Green vortex is a classical two-dimensional test
case because an analytical solution is available. The accuracy
of the model is tested for different mesh grid sizes, time steps
and ODE method.

The report of the relation the velocity error and the size
of the mesh is shown in graph 1. Simulations have been per-
formed using the o and € method for time integration.

Vortex-Shedding

In this example, the classic unsteady flow over a circular
cylinder is tested to evaluate the performance of the SUPG
and VMS in unsteady problems. This test case allows us to
use the method on a non-orthogonal mesh. Figure 2 show
an snap-shot of the vortex-shedding behind the cylinder. The
shear is extremely regular. To avoid numerical instabilities
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Figure 2: Vortex shedding: instantaneous velocity magnitute,
Reynolds 1000

due to the boundary condition at the outlet, a sponge ficti-
tious layer has been added. In the last cells the viscosity is
increased (according to a parabolic law) to dissipate all the ex-
iting flow. This reduces flow recirculation close to the outlet
section, reducing numerical instabilities.

MATRICES AND CONDITION NUMBER

In general, stabilized methods, e. g. SUPG and VMS, are
a form of implicit LES that uses a variational approach to
separate the flow into scales, and then computes the larger
scales explicitly. The unresolved scales are modeled using a
residual-based formulation. The idea behind stabilized meth-
ods can also be seen from a computational perspective. New
terms, which are proportional to the residual of momentum
and continuity equations, are added to the variational formu-
lation of the Navier-Stokes equations, in order to reduce the
conditioning number of the matrix. In fact, at high Reynolds
the matrices are ill-conditioned, and the conditioning number
explodes to infinity.

Table 1 shows the matrix conditioning number for the
Taylor-Green vortex case using a different stabilized method.
It is necessary just to look at the order of magnitude of the con-
dition numbers in the different cases to notice how that non-
stabilized formulation is tremendously ill-conditioned. The
stabilized method allows one to reduce it by 15 — 20 orders
of magnitude. It is worth noting that the SUPG and VMS
methods produce matrices within a very close conditioning
number. However, surprisingly, for this case the VMS has a
conditioning number which is one order of magnitude higher
than the SUPG.

Looking at the sparsity pattern of the matrices is really
useful to acknowledge how the variational formulation works
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Method Condition number
Not-stabilized — 2.81 x 1022
SUPG 2.00 x 106
VMS 1.90 x 107

Table 1: Matrix conditioning number for Taylor-Green Vortex
case

o

velocity

pressure

o . 1000f

© a0 a0 eo0 0 1000 1200 © 20 a0 60 80 1000 1200
nz= 27132 nz = 32347

Figure 3: Not-stabilized (left) and VMS stabilized (right) ma-
trices for Taylor-Green vortex

and how the stabilized method modify it.

Figure 3 shows the composition of the final matrix for
Taylor-Green case. It is intuitive to identify the rows cor-
responding to the continuity and momentum due to the lack
of pressure terms in the continuity equations. It is the matrix
for a coarse grid, 20 x 20. The total number of degrees of free-
dom sums up to approximately 202-3 = 1200, which is the size
of the matrix. The fill-inn is 32347/1200% ~ 2.24%. Each de-
gree of freedom (dof) in each node is influenced by the shape
function of the 9 neighboring nodes. It means that each dof is
influenced by just 9 shape functions over 400, 9/400 ~ 2.25%
which close to the fill-in of the matrix. Stabilized methods
increase the fill-in of the matrix.

As mentioned, the continuity equation does not depend on
pressure. Therefore, the matrix does not have diagonal ele-
ments for approximately 33% of the matrix (25% for a 3D
case).
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INTRODUCTION

Numerical simulations provide valuable insight into the
complex unsteady turbulent flow fields at high Reynolds num-
bers. However, the scale-resolved simulations, e.g. large-eddy
simulations (LES) or direct numerical simulation (DNS), of
such complex flow problems are challenging even with cur-
rent computing capabilities. Therefore, they are hardly used
in industrial applications. Reynolds-averaged Navier-Stokes
(RANS) models offer reduced computational cost due to lower
resolution requirements. However, these models are not well
suited for unsteady high-shear flows.

An interesting method to efficiently simulate complex un-
steady turbulent flows is the zonal RANS/LES concept,
sometimes also referred to as segregated RANS/LES, which
promises to provide accurate results at reduced computational
cost by limiting the turbulence-resolving LES where reso-
lutions beyond the integral length scale are necessary in a
region of interest. The main challenge lies in the RANS-LES
coupling which has to ensure a smooth transition between non-
turbulence-resolved and turbulence-resolved domains. The
difference between various RANS-LES forumulations is the
hard interface between the predefined computational domains
with a discontinuous solution. Hybrid methods use blending
functions to switch between the different turbulence modeling.

In general three different zonal interfaces have to be con-
sidered. At the inflow of the embedded LES domain turbulent
fluctuations have to be created using the time-averaged RANS
flow field, whereas the outflow has to be formulated such that
no reflections of the fluctuations occur. The third interface
is a tangential or wall-parallel RANS/LES interface. This in-
terface has been investigated only in a few of studies. An
overview is given in Frohlich et al. [1] and Arvidson [2].
Quéméré et al. [3] developed a method to calculate velocity
fluctuations for the embedded LES domain called enrichment,
which was applied to a LES-to-RANS interface inside a turbu-
lent boundary layer. Here the velocity fluctuations described
at the ghost cells of the embedded LES domain are calculated
by superimposing the velocity obtained by RANS and veloc-
ity fluctuations calculated from cells embedded in the LES
domain. Terzi et al. [4] and Mary [5] used this method to
simulate a curved air intake configuration. They concluded a
failure of the tangential coupling described by [3] in cases of
non-trivial mean mass fluxes at the tangential interface since
inflow fluctuations cannot be obtained.

In the following the zonal method and the numerical setup

will be described. Preliminary results are shown and an out-
look of future work is given.

ZONAL METHOD

In this work, a semi-coupled zonal RANS/LES method is
presented with a novel tangential zonal interface (TZI) for-
mulation. The interface allows an exiting and entering mass
flux over the surface determined by the surrounding RANS
domain which ensures the correct mass flux in the embedded
LES domain. Velocity fluctuations are applied by sampling
from cells of the embedded LES domain similar to the en-
richment method [3]. However the cells cover an extended
area of embedded domain. The sampling distance is set to
approx. one correlation length of the velocity fluctuations to
mitigate flow dependences. The minimal wall distance of the
tangential interface will be part of a parametric investigation.
This interface is coupled with wall-normal inflow and outflow
boundaries of the embedded LES domain resulting in a further
reduction of the overall size of the embedded LES domain. At
the inflow the reformulated synthetic turbulence generation
(RSTG) method by Roidl et al. [6] is used to generate the
turbulent velocity fluctuations from the time-averaged values
of the preliminary 2D-RANS solution. The outflow condition
is formulated as a characteristic boundary condition (CBC)
following Pirozzoli et al. [7]. The amplitude of the incom-
ing wave is modeled using the wall-normal velocity profil and
pressure distribution of the preliminary RANS.

The flow variables are exchanged between the RANS re-
gions and the LES region using an underlying Cartesian refer-
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Figure 1: Schematic of cell value exchange.



ence mesh which ensures an efficient exchange without expen-
sive cell value interpolation even for different grid resolutions
of the different computational domains. The complete cell
value exchange for the three zonal interfaces is shown in fig-
ure 1.

NUMERICAL SETUP

The zonal RANS/LES method is used to simulate the sep-
arating flow over a curved backward facing step. This flow
problem has a non-zero mass flux over the tangential inter-
face. This configuration is considered as a generic problem.
Later, the method is to be used to simulate the rim seal flow
in an axial tubine, where full LES solutions are extremely ex-
pensive.

The geometry and the location of the zonal interfaces are
shown in figure 2. The Reynolds number based on the mean
velocity and the step height is Rep, = 28000 with a Mach
number M = 0.1. The width in the spanwise direction is
set to 4.5h with periodic boundary conditions in the spanwise
direction. The wall normal distance is set to % = 1.75. It will
be reduced in future work by a parametric study aiming at
minimizig the size of the embedded LES domain. This setup,
denoted H1, will be compared to a pure LES simulation and
a zonal simulation without the tangential interface (woH).

‘ 22.5h ‘
|

Symmetry line

% Preliminary RANS 2
= | 2h - o
e [ _ _ __ Embedded LES I y _ 175 3P| | E
TN\ n =
| 7.1h : I hf Q
‘ —r T Wall !
. | z —g0
7 =-125 h

Figure 2: Geometry of total plus embedded domains.

PRELIMINARY RESULTS

Figure 3 shows the wall-normal distributions ostreamwise
velocity component u at several streamwise locations. The re-

u
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Figure 3: (top) Wall-normal velocity distrubution of
the streamwise velocity component u/uco, (bottom) non-
dimensionalized wall-shear stress Ty at y/h = 0.0.
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Figure 4: Wall-normal velocity distrubution of the turbulent
kinetic energy k.

cirulation region is shown by the contour line u/us = 0. The
reattachment position is determined by the vanishing wall-
shear stress at the wall y/h = 0. The zonal setup H1 shows
comparable predictions of the reattachment point compared
to the pure LES setup and the zonal setup woH. The CBC
ouflow formulation shows only a small upstream effect on the
velocity distribution.

The wall-normal distributions of the turbulent kinetic en-
ergy k are shown in figure 4. A very good agreement between
woH and the pure LES is observed. Furthermore, the setup H1
possesses only a slight difference to woH that shows the quality
of the tangential interface formulation. A small discrepancy at
the outflow boundary position /h = 8.0 is observed in both
setups, i.e., H1 and woH, compared to the pure LES. This is
due to the dampening of the streamwise velocity fluctuations
by the CBC and the subsequent shift of the remaining velocity
fluctuations.

OUTLOOK

The tangential interface will be applied to a stator wake of
an axial turbine to efficiently simulate the rim seal flow.
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INTRODUCTION

Solving the unsteady incompressible Navier-Stokes equa-
tions for industrial applications requires fast and robust algo-
rithms. Predictions of unsteady flow phenomena are possible
via implicit Large-Eddy Simulations (iLES); however, solvers
must provide reliable solutions within short design cycles.
These constraints are particularly challenging for industrial
problems due to complex geometries and high Reynolds num-
bers flows [1, 2]. Both factors severely restrict the numerical
stability of the time-stepping scheme thus the computational
efficiency of the algorithm. Therefore, new algorithms are nec-
essary to improve stability and computational efficiency for
industrial applications.

We aim to achieve fast and robust simulations using a spec-
tral hp element method and combining it with an implicit
time-stepping strategy. The spectral hp element method en-
ables accurate meshes and efficient evaluation of elemental
operations for highly curved geometries that are typical for
industrial geoemtries [3]. The current workhorse algorithms
for incompressible flow use semi-implicit time-stepping which
treat diffusion terms implicitly and advection explicitly [4].
Using these schemes on industrial problems, limits the largest
time step size At through a CFL condition far below what is
required for temporal accuracy of the underlying physics and
unnecessarily elevates the computational cost. Consequently,
numerical stability becomes a limiting factor for the overall
time-to-solution.

We investigate an implicit Velocity-Correction scheme
based on the work by [5] and [6]. The scheme is uncondition-
ally stable for the advection operator and has previously been
shown to give strong improvements in the maximum time step
size for two-dimensional problems. While these works have
shown strong improvements in stability, they study only low
Reynolds number flows. In this work, we employ a slightly
modified form of the implicit scheme for three-dimensional
simulations of complex geometries. Our aim is to investigate
the scheme’s robustness at high Reynolds numbers for practi-
cal applications.

The next section briefly introduces the implicit Velocity-
Correction scheme. The final section shows preliminary re-
sults comparing the stability of the implicit and semi-implicit
schemes applied to a high Reynolds number flow over a
NACAO0012 profile.

AN IMPLICIT VELOCITY-CORRECTION SCHEME

The implicit Velocity-Correction schemes belongs to the
family of spliting schemes. These schemes efficiently solve the
incompressible Navier-Stokes equations by decoupling the full
set of equations into a Poisson problem for the pressure p and
multiple Advection-Diffusion-Reaction (ADR) problems, one
for each velocity coponent u, v, w. The pressure Poisson prob-
lem is defined as

J—1

, 1 ) ,
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where J is the order of the backwards difference formula
that appoximates the time derivative. The equation is sup-
plemented with appropriate pressure boundary conditions to
enable higher-order time accuracy [4] for the splitting. The
boundary conditions are
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The velocity equation uses the implicit pressure p™*+! to
solve for each component with
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Note that the implicit advection operator is linear because
we assume the advection velocity u is approximated by the
extrapolated velocity u*™+1! ~ Zq‘];; u” 9,

The key difference to the semi-implicit scheme is that the
velocity problem uses an advection operator. Therefore, the
ADR matrices have time-dependent coefficients which makes
them less performant when matrices are constructed, how-
ever, does not have an impact on performance for matrix-
free approaches. Additioanlly, the advection matrix is non-
symmetric and requires an adequate iterative solver for the
solution of the system. In this work, we employ a restarted
Generalised Minimum Residual Method (GMRES) with Ja-
cobi Preconditioner.



PRELIMINARY RESULTS

We aim for industrial applications and therefore require
robustness as well as a reasonable time-to-solution for the pre-
diction of turbulent flows. The results compare the stability
improvement of an implicit over a semi-implicit time-stepping
strategy. We measure the stability of both schemes based
on the maximum time-step size that provides a stable solu-
tion when time integrating for multiple convective time units
(CTU).

The test case for stability and accuracy comparisons is a
NACAOQ0012 geometry see Figure 1. It has a chord length ¢ =
0.2 and is simulated with a challenging Reynolds number of
Re = 1.44 x 10°. The profile is inclined with respect to the
horizontal coordinate axes at an angle of attack of 5°. All
simulations are advanced from an initial solution for 10CTU.

CTU is a nondimensional time based on the convection of flow
past the chord of the profile and it is defined with CTU = %t
where t is the physical time and U the farfield velocity U =
1. Both, implicit and semi-implicit, schemes are run with
increasing time step sizes to identify the stability limit.

Figure 1: The test case a three dimensional NACA 0012 profile
with a 5° angle of attack. The mesh consists of ~ 40000 tetra-
hedral and prismatic elements with polynomial order P = 4.

Figure 2 shows predictions of the lift coefficient Cy, for the
NACAO0012 profile. The simulations showed that the max-
imum stable time step size for the semi-implicit scheme is
At = 8e — 5. In contrast, the implicit scheme increases the
stability margin up to At = le — 3 which gives a 12.5-times
larger stability margin.

We compare the accuracy of predictions based on the
largest stable At for the semi-implicit and implicit scheme
as well as intermediate time step sizes. Overall, We observe
good agreement between both schemes and at different step
size. For the range CTU = [5 — 7], lift predictions are almost
identical. It is interesting that this trend is independent of
the time step size and thus the temporal error in the solution.
Post CTU = 7, the chaotic nature of the turbulent flow at
this high Reynolds number leads to instantaneous differences
in the predictions. These are likely due to a laminar separation
bubble on top of the profile typical for these flow conditions
[7]. Nevertheless, the overall trend of the lift coefficient is well
predicted even at largely increased time step sizes.

This is confirmed by comparing the time-averaged lift co-
efficients in Table 1. The averaging is based on the entire 10
CTUs. Both schemes predict the lift coefficient with small er-
ror for the largest time step size At = 8e — 5 with an error of
0.09%. Further increasing the time step size shows a slightly
larger error of about 0.5%, however, this error does not change
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Figure 2: Comparison of Lift predictions between the semi-
Implicit and implicit scheme with increasing time step At.

much for even an order of magnitude increase from At = le—4
to At = le—3. This further confirms our hypothesis about the
temporal error having a minor effect on the overall prediction.

Scheme At Time-avg. C;,  Error
Semi-Implicit 8¢ —5 0.010964 ref
Implicit 8e—5 0.010954 0.09 %
Implicit le—4 0.011022 0.53 %
Implicit le—3 0.011026 0.57 %

Table 1: Comparison of time-averaged Lift coefficients C'r, and
their error with increasing time step size At.

In summary, the implicit scheme allows more than an order
of magnitude increase in the time step size At. By comparison,
the semi-implicit scheme is stable up to a maximum time step
size of At = 8e — 5 whereas the implicit scheme gives stable
predictions up to At = le — 3. This improvement in stability
provides ample improvement in the robustness and provides
leverage for significant reduction in time-to-solution.
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INTRODUCTION

Structure-preserving numerical methods for fluid dynam-
ics have recently been shown to achieve both qualita-
tive and quantitative benefits for the simulation of two-
dimensional turbulence [1] . The double cascade mechanism
of two-dimensional turbulence as postulated by Kraichnan [2]
could be captured accurately at moderate resolutions with
a structure-preserving method. The results obtained with
these problem-specific lower-order methods compare favorably
against very high resolution spectral methods. In fact, the
latter that do not properly capture the forward enstrophy cas-
cade, resulting in qualitative descrepancies.

A natural follow-up question is whether structure-
preserving methods can achieve similar benefits for three-
dimensional turbulence. In the three-dimensional Navier-
Stokes equations without forcing on a triply periodic domain,
mass is conserved and there are precise expressions that indi-
cate the rate at which energy decays from the initial state [3].
Similar expressions for the rate at which enstrophy and helic-
ity decay are available. The central question we address here
is whether the numerical preservation of these foundational
characteristics is beneficial for the dynamics captured by the
simulations. To provide context for the structure-preserving
discretisation we compare the findings to simulations with
methods that do not explicitly preserve this structure, but
have an established high order of convergence.

The relevance of maintaining the dynamic structure of the
underlying problem compared to adopting a discretization
method of high order is investigated in the context of the
Taylor-Green vortex. To assess the performance of the dif-
ferent methods, simulations of the Taylor-Green vortex for
Re = 400 and Re = 1600 are performed and compared with
the results of the compact difference scheme in [4] and [5].
The results of both methods are compared with the results
presented in the seminal work of [5] to create an independent
point of reference.

DUAL FIELD METHOD

The dual field method is a structure-preserving numer-
ical method for the incompressible Navier-Stokes equations

based on the preservation of topological characteristics that
are present in the continuous problem. Specifically, the dual
field method preserves the rate of change of kinetic energy,
enstrophy and helicity, while also conserving mass.

We developed a finite element implementation of the dual
field method, using the Firedrake framework [6]. This im-
plementation is closely related to compatible finite element
methods. Compatible finite element methods and the dual
field method are based on the preservation of topological in-
variants such as the de Rham complex. One of the practical
implications of the preservation of the de Rham complex as-
sociated with the dual field method is that choosing a suitable
finite element space for some of the variables immediately fixes
finite element spaces for the other variables by the so-called
periodic table of finite elements. The dual field method for
the incompressible Navier-Stokes equations written in terms
of velocity, vorticity and pressure solves the following problem:
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This is a coordinate invariant description of the Navier-Stokes
equations. The dual field method solves two coupled linear
copies of above equations, with the property that these two
linear copies are each other’s duals.

TAYLOR-VORTEX SIMULATIONS

The performance of the dual field method for the Taylor-
Green vortex at Re = 400 is considered next. In Figure 1 a
global impression of the developing flow is presented in terms
of the vorticity field. Small-scale features appear from the
initial conditions, quickly resulting in a complex flow with
turbulent signature. Quantitative findings with the dual field
method are presented in Figure 2, using a coarse grid of 163
cells and a local basis of third-order polynomials. The predic-
tions relate very closely to findings with the reference compact
differencing method at higher resolutions. This is confirmed
further in Figure 3 in which we also compare the simulation
results with earlier work in [5].



Figure 1: Evolving Taylor-Green vortex simulated with the
6th order compact differencing scheme showing at Re = 1600
and a spatial resolution of 2563.

enstropty ity

Figure 2: Energy, enstrophy, helicity, L?-norm of the diver-
gence, linear momentum, angular momentum, velocity skew-
ness and velocity flatness for the Taylor-Green vortex at
Re = 400 with the dual field method.
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Figure 3: Simulation results for the energy and enstrophy
of the Taylor-Green vortex at Re= 400 with the dual field
method, the compact differences scheme [7] and verified with
[5].

CONCLUSION

We presented first results of incompressible turbulent flow
originating from a Taylor-Green vortex. At high Reynolds
numbers the flow displays a characteristic evolution from a
large-scale dominated initial condition to a field with highly
complex small-scale motions. This evolution can be captured
well using the 6th order compact differencing method at high
spatial resolution and a Reynolds number of 1600.
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The simulation of turbulent Taylor-Green flow was also per-
formed based on the dual field method. This method excels
by the fact that a number of important properties of the flow
are preserved in the numerical model. At a remarkably coarse
resolution, this approach showed convincing flow features and
also quantitative agreement with sources from literature, as
far as the evolution of energy and enstrophy are concerned.

In the full presentation we expect a more complete com-
parison of the methods and a closer investigation of grid con-
vergence and associated computational challenges and costs.
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INTRODUCTION

In large-eddy simulation (LES) of turbulence, the influ-
ence of unresolved turbulent eddies is usually approximated
through modeling of supplemental subgrid-scale (SGS) terms
appearing in the filtered governing equations. As an alter-
native, the same effect can be implicitly taken into account
by exploiting the embedded dissipation of the numerical in-
tegration method, without introducing any explicit modeling
procedure, which is referred to as implicit large-eddy simula-
tion (ILES) [1].

Traditionally, ILES methods utilize the built-in dissipation
introduced by the approximate spatial discretization of the
convective terms in the Navier-Stokes equations as a functional
model mimicking the physical SGS dissipation. However, the
numerical truncation error may not be consistent with turbu-
lent flow physics, with the artificial dissipation provided by the
numerical scheme not ensuring the proper amount of local SGS
dissipation. To overcome this issue, for instance, specific ILES
methods based on truncation error shaping of finite-volume
reconstructions have been introduced in [2]. Moreover, if the
built-in numerical dissipation is not sufficient, the accumula-
tion of energy at the smallest resolved scales can be reduced by
performing an explicit filtering operation. In fact, the use of
additional low-pass filters (applied every few time steps during
the computation) represents an alternative way to subrogate
SGS dissipation, e.g. [3].

WAVELET-BASED IMPLICIT SGS MODELING

The wavelet-based adaptive LES represents a rather novel
approach to modeling and simulation of turbulence, which
makes use of the adaptive wavelet collocation (AWC) method
to resolve the energetic coherent eddies in the turbulent flow
field [4]. The method combines the benefits of dynamic grid
adaptation and implicit low-pass filtering, where the govern-
ing equations are spatially discretized using (relatively) coarse
time-dependent meshes, while explicitly modeling the effect of
residual SGS coherent eddies, e.g. [5]. Specifically, the simu-
lation approach is based on the wavelet decomposition of the
turbulent fields, where the formal separation between resolved
(more energetic) and unresolved (less energetic) components
is achieved through wavelet threshold filtering.

In this study, following the ILES concept, instead of em-
ploying an explicit SGS model, the effect of unresolved coher-
ent flow structures upon the dynamics of the resolved ones is
implicitly approximated by exploiting the built-in dissipative
properties of the AWC numerical method. Practically, the

new proposal consists in using (relatively) low thresholding
levels, while not considering any closure term in the wavelet-
filtered governing equations. Noteworthily, rather than with
classical ILES approaches simply relying on numerical dissi-
pation, the proposed method is more aligned with the modern
high-fidelity ILES methods, where the truncation error is suit-
ably designed to resemble physically-motivated SGS modeling,
e.g. [6]. In fact, similar to dynamic SGS modeling for explicit
LES, here, the numerical viscosity results in being locally and
automatically adjusted by refining/coarsening the AWC-based
dynamic mesh. That allows to dissipate the right amount of
turbulent kinetic energy, which is associated with the local
transfer to unresolved coherent eddies. In absence of such
a mechanism, where the numerical dissipation is too high, a
drastic reduction of the high-frequency components of the re-
solved turbulence energy spectrum is observed while, where it
is too low, the energy incorrectly accumulates at the smallest
resolved scales. In both conditions, this fact would ultimately
lead to unphysical behavior of the LES solution.

NUMERICAL EXPERIMENTS

The numerical experiments were performed by applying the
new wavelet-based adaptive ILES method to the simulation of
turbulent supersonic isothermal-wall channel flow, which rep-
resents a well-established benchmark for wall-bounded shock-
free turbulent compressible flows [7]. The classical flow con-
figuration proposed in the pioneering study by Coleman et
al. [8] was considered for the present test, where the com-
putational domain size is given by 4md x 26 X 47d/3, in
the streamwsie, wall-normal, and spanwise directions. The
bulk flow Reynolds and Mach numbers were prescribed as
Res = 3000 and Ma = 1.5, respectively. The non-adaptive un-
derlying mesh was made of 768 x 1025 x 768 grid points, while
only a very small fraction of these points was actually involved
by the time-dependent adaptive mesh.

To examine the practical performance of the method, three
different calculations were carried out by varying the level €
of wavelet thresholding. When making a comparison against
reference DNS data, both mean flow features and turbulent
fluctuation statistics were correctly reproduced, practically
demonstrating both the feasibility and the effectiveness of the
newly proposed ILES method. As summarized in Table 1,
the number of retained wavelets and, thus, the computational
complexity of the method, increased for decreasing thresh-
old. The grid compression, which is measured as the percent
of discarded wavelets (or, equivalently, grid points) with re-



Threshold ¢ | Wavelets | Compression | Dissipation
0.01 6.5 x 106 98.9% 11.8
0.02 2.1 x 106 99.6% 12.0
0.03 1.1 x 106 99.8% 12.3

Table 1: Summary of implicit LES calculations with different
thresholding level.

spect to the non-adaptive case, remained however very high,
as it happens for explicit LES [5]. For decreasing threshold,
smaller and smaller turbulent eddies were captured and the
DNS solution was practically approached. For instance, this
is demonstrated in Figure 1, for the turbulent shear-stress R;2,
and in Figure 2, for the heat transfer rate H.
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Figure 1: Resolved turbulent shear-stress for different thresh-
olding levels, compared to reference DNS [8].
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Figure 2: Resolved heat transfer rate for different thresholding
levels, compared to reference DNS [7].

The built-in dissipation associated with the use of the AWC
method was empirically assessed by using the technique pro-
posed by Schranner et al. [9], which allows for the quantifica-
tion of the kinetic-energy loss for an arbitrary Navier-Stokes
solver, using only information about the resolved flow field (at
different discrete-time instants). As reported in Table 1, the
resulting numerical dissipation was found to increase with the
thresholding level, consistently with the reducing grid resolu-
tion [10]. Furthermore, as an example of spectral analysis, Fig-
ure 3 shows the (normalized) one-dimensional energy spectra
in the streamwise direction, at the wall distance y/§ = 0.27,
corresponding to the three different ILES solutions. Appar-
ently, the energy accumulation in the small resolved scales is
actually removed before the large scales of interest are contam-
inated. Again, the importance of low-pass filtering increases
with the thresholding level.
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Figure 3: One-dimensional streamwise velocity spectrum for
different thresholding levels (U, stands for the bulk velocity).

CONCLUSION AND PERSPECTIVES

This work introduces the wavelet-based adaptive ILES
method, while initially demonstrating its capabilities for wall-
bounded compressible turbulence. Depending on the choice
of the thresholding level that is used by the AWC solver, the
method is able to provide acceptably accurate results, consti-
tuting a viable alternative to explicit wavelet-based LES.

Future research will be devoted to better understanding,
and effectively exploiting, the intricate coupling between nu-
merical scheme and turbulence modeling that exists for the
LES approach based on the wavelet thresholding filter and
the AWC method. The matter is complicated by the fact that
the prescribed filtering threshold simultaneously controls both
the numerical accuracy and the turbulence resolution of the
LES solution, where the dynamically adaptive mesh is utilized
to determine the relative energy content of the coherent flow
structures being resolved.
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INTRODUCTION

The use of hydrogen is currently investigated also in com-
bined heat and power generation applications. For retrofitting
of stationary gas engines port-fuel injection right before the
intake valves is preferred to avoid the risk of backfire. Due
to the usually low hydrogen system pressures in stationary
systems direct-fuel injection into the cylinder is normally not
an option. However, port-fuel injection leads to the problem
of transverse jet mixing under very low density and velocity
ratios of the hydrogen jet to the air crossflow. Transverse
jet mixing in general presents significant challenges in accu-
rate prediction and simulation due to the complex interaction
of turbulent structures. Traditional Large Eddy Simulation
(LES) methods often struggle to balance computational ef-
ficiency with the necessary resolution and accuracy. This
study introduces a novel approach by integrating one-equation
turbulence models, specifically the Spalart-Allmaras and the
Wray-Agarwal model, into a Very-Large Eddy Simulation
(VLES) framework. This hybrid method aims to efficiently
simulate transverse jet mixing under these conditions and
evaluates the results in comparison with other computational
studies.

METHODOLOGY

The proposed approach leverages the strengths of one-
equation turbulence models, memory and computing effi-
ciency, within a VLES framework. VLES, first developed by
Speziale [1] as a scale-resolving approach, offers another hybrid
methodology for blending between Reynolds-averaged Navier-
Stokes (RANS) and LES besides the detached eddy simulation
(DES) framework. It also allows for the resolution of larger
turbulent scales while modeling the smaller scales. It should
offer more robustness against grid-induced separation and a
more consistent treatment of turbulence properties across the
flow domain. This study adapts two one-equation turbulence
models, the classical Spalart-Allmaras model and the more
recent approach of Wray and Agarwal, to integrate to the re-
quirements of VLES.

The governing equations for the finite volume method im-
plementation are the compressible Navier-Stokes equations,
given by

%Jrv-(pi):o (1)
A(pii)
ot

+ V- (pid) = —Vp+uV3i+V-T+p5 (2

(pE)
ot

where p is the density, p the dynamic viscosity, @ the veloc-

+V-(piE)+V-(tip) = =V -q+V-(1-@)+pr+pg-d (3)

ity field, p the pressure, T the stress tensor, g the gravitational
force, E the total energy per unit mass, ¢ the heat flux vector
and pr the heat source.

The used Spalart-Allmaras model [2], a one-equation model
for turbulence viscosity, is given by

KO0) 1 (piin) = eur (1~ f22)p7 ~ lewn fur — 22 falo(5)?
+ 19w + 5)V] + D2 (V)2
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(4)

where 7 is the modified kinematic viscosity, v the molecular
kinematic viscosity, S the magnitude of the vorticity, o, Cp1,
and Cy1 are model constants, f,, is a damping function, and
d is the distance to the nearest wall.

The Wray-Agarwal model [3] is a wall-distance free model,
described by
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with the turbulent eddy viscosity defined as

e = pfuR. (6)

In the VLES framework of Han and Krajnovi¢ [4], the res-
olution control function F; plays a crucial role in blending
between the LES and RANS modes and is calculated as

1.0 — exp(—BLc/Lg) 1"
1.0 — exp(—BL;/Ly)

F, = min(1.0, ) (7
where L., L; and L are the turbulent cut off length scale,
integral length scale and Kolmogorov length scale, defined as

Le.= CI(AszAZ)IB, L; = k3/2/6 and Lj = 1/3/4/61/4
(8)

with the model parameter C;, the characteristic cell size

AgAyA, the turbulent kinetic energy k and dissipation e.



SIMULATION SETUP AND VALIDATION

The simulation setup involves typical scenarios of trans-
verse jet mixing in a crossflow with circular and rectangular
jets, characterized by varying density and velocity ratios. The
accuracy is evaluated against benchmark data from numerical
studies. The emphasis is on capturing key features such as jet
trajectory and the structure of the resulting vortices.

Figure 1: Rectangular tranverse jet mixing, velocity ratio R =
4, density ratio S = 1, isocontour on Q =1 x 10~6

RESULTS

Preliminary results demonstrate the ability of the model
to accurately predict the jet trajectory and mixing character-
istics. Figure 1 shows the development and transport of the
turbulent fine structures. The focus of our approach on re-
ducing numerical diffusion with minimal computational effort
is particularly evident in the wake of the flow. The model
shows a improvement in capturing the anisotropic nature of
turbulence in the jet shear layer with a reduced computational
cost compared to traditional LES. Figure 2 demonstrates the
agreement with the numerical results of the full LES simula-
tion by Zhang and Yang [5]. Both VLES models allow the
jet to penetrate deeper into the crossflow while preserving the
mean trajectory characteristics. Figure 3 shows a good agree-
ment of the mixture fraction in comparison with the numerical
simulations of Prause et al. [6] and experimental results of An-
dreopoulos et al [7].

CONCLUSION

The integration of one-equation models into a VLES frame-
work presents a promising option for simulating transverse jet
mixing with enhanced efficiency and accuracy. This approach
provides a practical and computationally feasible alternative
to traditional LES, particularly useful for engineering appli-
cations where detailed resolution of turbulent structures is
essential, but computational resources are limited. Future
work will focus on further refining the model parameters, im-
proving the performance and validation on a broad range of
jet mixing problems.
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INTRODUCTION

T-junction geometries are widely-used components in the
nuclear industry. The thermal mixing in a T-junction, which
may result in cyclical thermal stresses and ultimately ther-
mal fatigue on the solid walls, remains an ongoing interest in
nuclear thermal-hydraulics research. Understanding and pre-
dicting these effects can advance the design and development
process within the industry.

Numerous experimental and numerical campaigns have
been reported in the literature studying thermal mixing be-
tween the fluids and thermal striping on the wall [1, 2, 3].
It has been reported that most practical engineering models
such as Reynolds-Averaged Navier Stokes (RANS) and Wall-
Modelled Large Eddy Simulation (WMLES) fail to capture
the flow physics of a thermal mixing in a T-junction due to
their inability to capture non-equilibrium turbulence. Numer-
ical tools which can faithfully predict the turbulent thermal
mixing, and thereby thermal fatigue, require extensive val-
idation and verification. This necessary exercise require a
high-resolution reference database.

Some recent works in the literature have reported high-
fidelity numerical data for thermal mixing (c.f. thermal mixing
in planar T-junction reported by Georgiou and Papalexan-
dris [4]). However, some gaps in knowledge can clearly be
seen in the literature. In that context, the present study re-
ports a high-fidelity Direct Numerical Simulation (DNS) of
thermal mixing in a T-junction geometry with a circular cross-
section including the conjugate heat transfer with the solid
walls. Past numerical studies have reported only near-unity or
high-Prandtl number flows. The present DNS case, however,
includes both unity- and low-Prandtl number fluids. Finally,
the two fluids are employed in combination with two different
thermal boundary conditions at the solid exterior boundary,
representing the initial and final stages of a mixing transient.

COMPUTATIONAL MODEL

The present work considers a T-junction with equal inlet
diameters with flow rates in each inlet. A preliminary cali-
bration study to set up the DNS case was reported by Ajay
Kumar et al. [5]. In order to reduce the high computational
cost of a sharp corner at the junction, a revised shape with a
radius of curvature, r./D = 0.02 is considered, where D is the
pipe diameter. Fully-developed turbulent flow inlet condition

is enforced by including 5D recirculating lengths upstream of
the junction. Additional lengths of 3D are also added down-
stream of the recirculation lengths in order to avoid any effect
of the junction on the recirculation. An outlet length of 13D
is included in the domain. A solid wall of thickness 0.1D is
included in the entire domain, along both inlet legs and the
outlet leg.

The cold fluid temperature of T is imposed on the main
inlet, while a hot fluid temperature of T} is imposed in the
branch inlet. The same bulk velocity of U, is imposed on
both inlets. A fully-developed turbulent flow is enforced at
the junction, by recycling the velocity field in the initial 5D
of each inlet pipe. A bulk Reynolds number in each inlet
pipe is set as Rep, = UpD/v = 5300, where v is the con-
stant fluid kinematic viscosity. The simulation is performed
with four thermal fields within the passive scalar framework of
the solver, along with the same set of momentum equations.
Two different Prandtl numbers (unity and 0.025) are consid-
ered in combination with two different thermal conditions at
the solid exterior boundaries (iso-temperature and adiabatic).
The solid-to-fluid thermal conductivity ratio is set equal to 30
for Pr = 1 fluids, and equal to 1 for Pr = 0.025 fluids.

The high-fidelity simulations are performed using the open-
source spectral element solver NekRS [6]. The flow is solved
using the standard incompressible Navier-Stokes equations,
assuming constant physical properties and no gravity. Tem-
perature fields are solved as passive scalars. The governing
equations are solved by approximating Lagrange interpolants
to the Legendre polynomials of a specific order, using the
Gauss-Lobatto-Legendre (GLL) node distribution. The ve-
locity and the pressure fields are represented by the same
polynomial degree in the spatial discretization (i.e., Py — Py
formulation). In order to avoid spurious pressure modes of
the pressure-velocity collocated scheme, the solver employs a
high-order splitting approach that has shown high-order accu-
racy in time and minimal mass and energy conservation errors.
The equations are advanced in time using a third-order mixed
Backward Difference/Extrapolation (BDF3/EXT3) scheme.

The estimate of Kolmogorov scales in the preliminary study
[5] was used to design a computational grid for the present
fully-resolved DNS. A structured grid of hexahedral macro-
elements is generated in the domain. A two-dimensional sec-
tion of this grid on a pipe cross-section is presented in Figure 1.
The total number of macro-elements mapped in the fluid are



2.86 x 10°, while that in the solid are 1.60 x 10°. Each element
is further resolved in space by the solver with a polynomial or-
der, N. The present fully-resolved DNS is performed at N = 9,
which results in a total of 4.46 x 10% GLL points. The mesh
resolution is verified a posteriori using the Kolmogorov scale
calculated from the resolved turbulent kinetic energy dissipa-
tion.

PRELIMINARY RESULTS

The distributions of instantaneous velocity magnitude and
temperature across the pipe cross-section in the outlet leg 2D
downstream of the junction are presented in Figures 2 and 3,
respectively. The instantaneous flow will be elucidated using
vortical structures near the junction. The major features of
the flow physics like flow separation and recirculation will be
discussed. The turbulent thermal mixing of the two fluids
will also be analysed. The mean and high-order statistics for
velocity and temperature will be presented.

The present high-resolution data provides access to temper-
ature fluctuations in the fluid very close to the wall and within
the solid wall. A comparison of the same will be presented
revealing the degree to which the thermal fluctuations can
penetrate inside the solid wall for different fluids and thermal
boundary conditions. A power spectral density (PSD) anal-
yses of the fluctuations in the solid will show the frequencies
of fluctuation in the solid material. Such high-fidelity data is
crucial for further development and validation of engineering
models.

The DNS also provides crucial data in understanding of
turbulent heat transfer and thermal mixing mechanisms for
low-Prandtl fluids, experimental measurements for which are
difficult to obtain and high-fidelity numerical data in the lit-
erature is scarce. Analyses on turbulent heat flux, turbulence
anisotropy and budgets of turbulent kinetic energy will also
be presented.
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Figure 1: Base computational macro-elements in fluid and
solid domains shown on a pipe branch cross-section
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Figure 2: Instantaneous velocity distribution across the outlet
pipe cross section
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Figure 3: Instantaneous temperature distribution across the
outlet pipe cross section for (left) Pr =1 fluids, (right) Pr =
0.025 fluids, and (top) iso-temperature and (bottom) adiabatic
conditions on the solid exterior boundary
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INTRODUCTION

Forced thermal convection has countless applications in en-
gineering, such as radiators, heat pumps, fuel cells, nuclear
plants, and solar receivers. Most studies on forced thermal
convection regard the temperature field as a passive scalar,
neglecting its feedback effect on the velocity field through the
variation of the transport properties of the fluid. Regard-
ing the heat transfer prediction, the effect of variable-fluid
properties is accounted for using empirical corrective factor
(n/pw)™ [1] applied to to the Nusselt number resulting from
formulas obtained for the constant-property case where fy,
and p,, are the viscosities of the fluid evaluated at the mean
and wall temperatures, respectively. However, these correc-
tions are fluid-dependent, are available only for a limited
number of fluids, and their accuracy is often questionable. Al-
though studies focusing on the effect of density and viscosity
variations in forced thermal convection are available[1, 2], pre-
dictive formulas for the heat transfer and friction coefficients
are invariably based on empirical fitting of experimental data,
and the few numerical studies available did not discuss in de-
tail the prediction of these coefficients. In this study, we aim
to develop a more solid theoretical framework to estimate the
mean friction drag and heat transfer in the presence of vari-
ation of the transport proo perties, limiting ourselves to the
case of air as the working fluid. For that purpose, we use DNS
data of plane turbulent channel flow at a moderate Reynolds
number to evaluate the most common formulas used in engi-
neering and develop improvements.

METHODOLOGY

We solve the compressible Navier—Stokes equations using
our flow solver STREAmS [3]. Ten DNS have been carried
out at bulk Mach number My = up/cw = 0.2 (where ¢, is the
speed of sound at the wall temperature), and bulk Reynolds
number Rep = 2ppuph/pm =~ 7600-37000, where pym, is the
dynamic viscosity evaluated at the mixed mean temperature.
The viscosity dependence on temperature is accounted for us-
ing Sutherland’s law. We consider various mean-to-wall tem-
perature ratios, namely Tr,/Tw = [0,4,0.5,2, 3], resulting in
friction Reynolds numbers in the range Rer = urh/vy & 200
1000, where vy, is the kinematic viscosity at the wall. For
each value of the mean-to-wall temperature ratio, we consider
two flow cases denoted with the letter L or H, depending on
whether the Reynolds number is comparatively 'low’ or ’high’.

RESULTS

We begin our analysis by inspecting the instantaneous tem-
perature field of flow cases HO5 and H3, see figure 1. Both
cases exhibit the qualitative features that characterize wall
turbulence, with cold (or hot) flow structures protruding to-
wards the walls, and hot (or cold) fluid regions protruding
towards the channel center. Despite sharing the general fea-
tures of wall turbulence, we also note a significant effect of
the thermodynamic and fluid property variations between wall
heating and wall cooling. These qualititive differences results
in substantially altered heat transfer and friction drag com-
pared to the constant-properties case, as shown in figure 2. In
this work we borrow the theory of compressibility transforma-
tions, originally developed for high-speed turbulent boundary
layer, and apply it to the case of variable propertoes fluid.
We derive novel transformations that we use to predict the
friction coefficient C'y = 27y, /(ppu?) and the Stanton number
St = quw/[psCpup (Tw — Tm)]. The predictions obtained with
this approach are compared to DNS data in figure 2 showing
nearly perfect agreement for all the cooling and heating cases
under scrutiny.

CONCLUSIONS

Prediction of heat transfer by forced convection in real flu-
ids relies heavily on fitting experimental data with resulting
uncertainties up to 20-30%. In contrast, we develop a more
solid framework for computing these coefficients, that is based
on the underlying mean flow equations, as routinely done in
high-speed turbulent boundary layers. The results demon-
strate that the method can predict heat transfer and friction
coefficients with an accuracy within 1-2% compared to DNS
data.
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Figure 1: Instantaneous temperature field in a cross-stream plane, for flow case HO5(a) and H3 (c¢)
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Figure 2: Friction coefficient (a) and Stanton number (b) as a function of the bulk Reynolds number Re, = 2hppup/pim. The
gray line indicates the constant-properties case. Solid lines indicate predictions obtained inverting the present variable properties
transformations, and symbols indicate DNS data for different mean-to-wall temperature ratios: Th, /Ty = 0.4, T, = 800K (left
triangles), Trm /Tw = 0.5, Ty = 220K (right triangles), T /Tw = 0.5, Ty = 800K (downward triangles), T, /Tw = 2, Tw = 220K
(circles), Trm /Tw = 3, Tw = 220K (upward triangles).
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INTRODUCTION

In turbulent free shear flows such as jets, wakes and plumes,
a sharp interface continually deformed over a wide range of
scales separates the turbulent from the irrotational flow re-
gion: the turbulent/non-turbulent interface (TNTI) [1]. Near
the TNTI, the exchanges of mass, momentum, and scalars
(temperature) occur across this interface, making its study
relevant to many engineering and geophysical flows, e.g., the
dynamics near the TNTI govern the entrainment and mixing
rates in turbulent reacting jets. Several previous works have
focused on the role of vorticity or enstrophy in free shear flows,
but they mainly concentrate on jets, wakes or mixing layers,
as reviewed in [2]. Among these different flow configurations,
a notable exception is the work in [3], which discussed aspects
of the TNTI on a plane temporal plume. In line with this
investigation, the present study aims to elucidate the role of
enstrophy close to the sharp interface that separates the tur-
bulent plume from the non-turbulent surroundings. The flow
problem considered here is for a Reynolds number based on
the initial conditions Re = 200 and Prandtl number Pr = 1.
The domain is a cuboid of size 144H x 144H x 96H and has
been discretized with 3240 x 2880 x 1920 elements. From the
initial conditions, the flow freely evolves in time. The data
sets of the velocity fields, pressure and temperature are here
analysed at three different time instant where we observe in-
creasing Rey.

Temporal evolving flows do not show the typical shape
of a jet or wake. Here the average interface is flat but in-
stantaneously appears strongly convoluted with bulges and
re-entrant zones as in Fig.1. Analysing the flow topology, two
main classes of coherent tube-like vorticity structures are ob-
served: the large vorticity structures (LVSs) and the intense
vorticity structures (IVSs), consistent with what was observed
in [4]. Visually the IVSs, identified by the Ag-criterion, are
smaller than the LVSs and exhibit no preferential orientation
as in Fig 2. Conversely, the LVSs tend to be aligned in the
spanwise or streamwise direction. Moreover, these structures
show a striking correlation with the interface bulges confirm-
ing that they define its geometry.

Moving to the quantitative analysis of the enstrophy bud-
get, the traditional averaging procedure regarding the global
reference frame in the cross-flow direction turned out to be un-
suitable for properly studying the enstrophy dynamics close to
the interface. Thus, an analysis of the mean enstrophy bud-
get conditioned to the instantaneous position of the TNTI has

been performed. As customary in this type of study, the en-
strophy threshold used for the conditional budget has been
carefully considered, choosing a value in a range where the
volume occupied by the turbulent region would be virtually
independent from it.

The conditional budget confirms that the enstrophy dy-
namics is dominated by inviscid production and viscous de-
struction but highlights some interesting results. Like for the
case of temporal jets and wakes, the viscous diffusion term
is fundamental for the enstrophy increase close to the TNTI.
Furthermore, in the conditional mean enstrophy budget, the
convective term shows a different trend than that observed in
jet flows [5]. Lastly, the baroclinic torque is essentially neg-

-14 -10 -6 -2 2

Figure 1: Cross-section showing logarithmic enstrophy con-
tour normalised by the mean centre-line enstrophy, isolines of
fixed threshold values, logo(winr/(we1)), are also shown.



ligible for almost all the cross-flow directions. However, at
the interface location, it undergoes a relatively large increase
in magnitude that nearly matches what was already observed
[3], acquiring 16% of the net enstrophy budget balance.

Figure 2: Large vorticity structures (LVSs) identified by a low
pressure iso-surface (yellow) and intense vorticity structures
(IVSs) identified by the Aa-criteria (red).
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INTRODUCTION

Turbulent Rayleigh-Bénard convection (RBC) is the
canonical flow in the study of buoyancy-driven flows. Over
the years, a vast amount of research has been done on the
topic [1, 2]. However, despite the great effort, concrete evi-
dence of the predictions first made by Kraichnan [3] regarding
an ultimate regime are still not available [4].

This ultimate regime is a conjecture in which it was hy-
pothesised that as Ra increases, the Nusselt number diverges

1/3 and asymptotically con-

from the classical scaling Nu ~ Ra
verges to Nu ~ Ra'/? due to the laminar-turbulent transition
of the boundary layers formed on the walls of the domain.
Given the high Rayleigh numbers that are necessary for the
manifestation of a possible ultimate regime, a number of chal-
lenges arise in experimental and numerical studies, such as
a high sensitivity to non-Boussinesq behavior in experiments
and limits on resolution and averaging time in previous direct
numerical simulations [8].

We aim to provide high-quality numerical data that ad-
dresses some of these points. To ensure high resolution, we use
the high-order spectral-element method (SEM) solver Neko [5]
and the spectral error indicator (SEI) to evaluate the quality
of the mesh. We collect proper statistics and perform uncer-
tainty quantification using rigorous statistical tools.

GOVERNING EQUATIONS

In our simulations, the buoyancy-driven problem is sim-
plified by the Oberbeck—Boussinesq (OB) approximation, in
which the fluid density p is assumed to depend linearly on the
temperature and where the fluid properties are constant. Un-
der these assumptions, the temperature field is coupled to the
momentum equation through a forcing term. Using the do-
main height H, the free-fall velocity U; and the temperature
difference between the top and bottom plate AT as scales for
the non-dimensionalization (see e.g. [4] for more details), the
OB equations are written as follows:

V-u=0
1o} /P
a—?+(u4v)u=—Vp+ R—ZV2u+Tez (1)
aT 1,
—+(u-V)T = ——=V-T,
ot ( ) vV RaPr

where T is the temperature field, u, p the instantaneous ve-

locity and pressure, and Pr the Prandtl number. With these
definitions and assuming Pr = 1, Nu can be calculated by
using multiple expressions; one such way is by calculating
the heat flux trough the top and bottom plates, Nu 4y =
(|0T'/0z|) 4+ A second alternative is to integrate and properly
scale the convective current over the whole domain, such that
Nugy =1+ \/ﬁ(uzT)V,t. In addition, the exact relations
related to kinetic and thermal energy dissipation, €; and e,
respectively, can be used as a test for the heat transfer and
convergence of the numerical grid.

NUMERICAL METHODS AND SIMULATION SET UP

For the numerical integration of the Navier—Stokes equa-
tion we use Neko [5], which implements the spectral-element
method in modern object-oriented Fortran on diverse com-
puter architectures such as GPUs; Neko was nominated to the
ACM Gordon Bell Award 2023 due to its design and perfor-
mance [6]. SEM is a high-order finite-element method, where
the solutions are expressed as combinations of an orthogonal
basis. High-order methods are essential for simulations of the
magnitude undertaken in this study, as their fast convergence
rate and favourable dispersion properties allow for reasonably
refined meshes while keeping acceptable discretization errors.
To assess the mesh quality, we rely on the spectral error indica-
tor (SEI) which measures the error between the exact solution
and its approximation of order N by decomposing it into the
contribution of the truncation error due to using a finite num-
ber of coefficients in the high order expansion in SEM and the
contribution of using a quadrature rule for integration [9].

Our initial study focus on simulations of cylindrical con-
vection cells of aspect ratio I' = 0.1 at Ra = 108 to Ra = 10!
and Pr = 1. All cases ran with a mesh of 500 thousand ele-
ments of order 5 except the case with Ra = 10! which posses
order 7. For all cases, precursor simulations were used to find
initial conditions. The times at which these precursors where
finalized are referred to as tg.

RESULTS

The mesh selection process started by emulating the num-
ber of degrees of freedom of previous studies [8] and the
spectral error indicators were calculated to supplement the
analysis. Taking as an example the case with Ra = 10, we
found that the magnitude of the errors is of order 1078 for



most of the domain and has a peak of order 107® on partic-
ular elements at a wall distance of 0.3157 from the bottom
plate (considering 7 = H/(2Nu) to be the thermal bound-
ary layer thickness). A cross-section of the magnitude of the
spectral error indicator can be seen in Figure 1, where one can
notice that such errors are localized and, therefore deemed to
not be significant. These error estimates can immediately pro-
vide a sense of the accuracy of results obtained that cannot
be explicitly obtained by analyzing the fields.

Having assessed the mesh quality, the evolution of Nuy)
for all cases can be observed in Figure 2. The dotted lines in
the figures show the time instant in which we determine that
the initial transient is over and a statistically stationary signal
is achieved. We rely on robust statistical tools, i.e., the Aug-
mented Dickey-Fuller (ADF) test to perform this calculation.
This technique tests the null hypothesis that a unit root is
present in the time series, which indicates that the time series
is not stationary [7]. We note that the case with Ra = 10® has
clearly converged to a quasi-steady stacked roll pattern for the
slender cell configuration.

Discarding the initial portion of the data, we proceed to
perform uncertainty quantification of the signals by using the
Non-Overlapping Batch Means method (NOBM), which di-
vides the data into subsections (batches), calculates the batch
means and subsequently the sample mean estimator and con-
fidence intervals. We test the lag-one auto-correlations of
the samples in the batches to ensure statistical independence,
which is crucial to get appropriate estimates of the variance.
The averages and 95% confidence intervals are shown in Fig-
ure 3. We display the averages of Nu(ay, Nu(yy, Nug,) and
Nugey)
[8]. One can observe that Nu matches quite well in all cases.
Larger differences were found for Ra = 10'!, but this case

on top of the results reported in our reference study

is obtained from a shorter time series. A longer simulation
should aid in the convergence of the mean. Ra = 10% differs
from our reference, which suggests that we converged to a
different large-scale state. Additionally, considering that the
comparison of the Nu calculations with the exact relations for
e+ and €, are typically used in the literature to determine mesh
convergence, we can see that indeed obtaining a low spectral
error indicator equally distributed across the domain is also a
good measure of mesh convergence for spectral element codes.

Future work concerns similar analyses for simulations with
Ra < 10 using up to 100 million elements, given that the
relevant tools are in place. The present analysis using robust
techniques to asses sources of uncertainty, paired with detailed
investigation of the behaviour of the boundary layers and ex-
tended to higher Ra, will provide essential information on the
nature and appearance of the ultimate regime.
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Figure 1: Cross section of the magnitude of the mean spectral
error indicator at z = 0.316p for Ra = 10°.
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Figure 2: Nu(4) as a function of time for Ra = 108 (—),
Ra = 10° (—), Ra = 10'° (—) and Ra = 10'! (—). The
vertical dotted lines in the same colors indicate the moment
when the transient ends determined by the ADF test.
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INTRODUCTION

When applying two-fluid model Euler/Euler large eddy
simulation (LES), the filtering process involves the use of a
phasic ‘function of presence’ approach to the momentum equa-
tion, accounting for the co-sharing of a control volume by
different phases. As a result, this leads to the terms denoting
interfacial momentum forces, contributed by the dot product
of the total stress term and gradient of the ‘function of pres-
ence’ term, which indicates the forces induced by the local flow
perturbations at the interface of the second phase (bubbles).
The subsequent spatial filtering for LES modelling of the mo-
mentum equation and the interfacial momentum terms leads
to additional terms that can be attributed to drag and other
parts that can be modelled as non-drag forces such as lift force
and added mass force together with the sub-grid scale turbu-
lent dispersion force (SGS-TDF) and added mass stress force
(SGS-AMS). In the case of conducting two-phase LES, these
interfacial momentum exchange terms need to be modelled in
terms of the resolved quantities of the flow or filtered variables
while taking into account the effect of unresolved fluctuations
on the sub-grid scale (SGS). Most of the reported work on
two-phase or three-phase LES has overlooked or neglected the
unresolved SGS contributions. However, these terms play a
crucial role in the prediction of the transverse bubble dis-
persion in bubbly flow. In the present study, the effects of
adopting the spatial filtering for the interfacial momentum
exchange terms on the turbulent dispersion and added mass
stress in bubble column bubbly flows are studied as shown in
Figure 1.

MATHEMATICAL MODELLING AND NUMERICAL METH-
oDS

By taking both phase velocity fluctuations and bubble vol-
ume fraction fluctuations into account, the spatial filtering of
the drag force and added mass force terms will give rise to
the extra terms proportional to the area density slip velocity
correlation, i.e., turbulent dispersion, and to the correlation
of bubble volume fraction and gradient of SGS stress. In our
modified SGS Smagorinsky model, the modified SGS eddy vis-
cosity v accounting for the bubble dynamic response to the

turbulent eddies induced shear has also been implemented into
the SGS-TDF term. The formulations of the filtered drag, lift
and added mass forces employed in the Euler/Euler LES mod-
elling, as shown by Equations (1) and (2), can be found in the
study by Long et al. [1].

3 Cp vsGs 1 1
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Since the modified SGS models have taken the turbulence
kinetic energy contribution from BIT and bubble interaction
with the turbulence eddies into account, the relative slip ve-
locity between bubbles and liquid together with the local
turbulent energy dissipation rate play significant roles in esti-
mating the value of the interfacial mass transfer coefficient kr,.
The eddy cell model proposed by Lamont and Scott indicated
that the very small scale of the turbulent eddies plays an im-
portant role in the mass transfer and these motions lead to an
extra contribution to the eddy viscosity [2]. They suggested
that the surface renewal rate as the mass transfer indicator
can be estimated as

kr o< MD% (%)i . 3)

By considering the bubble-eddy interactions, it can be as-
sumed that the local total turbulence dissipation rate is ex-
pressed as
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The influences of the bubbles’ dynamic responses to the sur-
rounding liquid and inclusion of the SGS-TDF and SGS-AMS
models in the LES on the liquid turbulent kinetic energy spec-
trum and mass transfer can be evaluated using the following
expression:
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It was revealed that ignoring the SGS-TDF and SGS-AMS
results in the underestimation of the mass transfer coefficient.
Figure 2 shows the volumetric mass transfer coefficient con-
tours obtained at different heights with and without using
both the SGS-TDF and SGS-AMS models.

CONCLUSIONS

This study highlights the importance of considering the
SGS turbulent dispersion and added mass stress forces in Eu-
ler/Euler LES modelling of bubble column bubbly flow. It
has been clearly demonstrated that by using Euler/Euler LES
modelling and considering the effect of bubble-eddy interac-
tions on the SGS turbulent dispersion and added mass stress
models, the prediction of bubble dynamics can be improved
significantly. This suggests that the modified SGS-TDF and
SGS-AMS models may play an equivalent role in indicat-
ing the bubble fluctuating motion predicted by using the
Euler/Lagrange LES modelling approach together with the
stochastic dispersion model [3]. Finally, a correlation of the
estimated mass transfer coefficient k1, to the local extra eddy
has been proposed in this study.
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Figure 1: Schematic of contribution from SGS-TDF and SGS-
AMS in bubbly flow.
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Figure 2: Contours of the simulated volumetric mass transfer
coefficient, K, along the height of the bubble column by using
(a) case 1: D+L+AM+TD; (b) case 2: D+L+AM+SGS-TDF;
(c) case 3: D+L+AM+SGS-TDF+SGS-AMS.
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INTRODUCTION

Direct numerical simulation (DNS) of the Navier-
Stokes equations governing dispersed deformable bubbles
in water shows clear modulation of turbulence prop-
erties. This paper adopts the volume-of-fluid method
as implemented in the high-performance TBFSolver
(https://github.com/cifanip/TBFsolver) to investigate the
potential for drag reduction in Taylor-Couette flow. We
simulate dispersed bubbly turbulence, at considerably higher
gas volume fractions compared to literature and a range
of Weber numbers to illustrate the effects of deformability
on near wall turbulence modulation. Attention is given
to (i) the fundamental resolution of bubble-bubble and
bubble-wall interactions and (ii) the clustering of bubbles in
Taylor-Couette turbulence.

The numerical technique used in the TBFsolver is based
on the volume-of-fluid (VOF) method in which the one-fluid
formulation is adopted, i.e., a single set of equations is solved
on the entire domain. To describe the dispersed embedded
flow, discontinuous material properties and interfacial terms
associated with the bubbles are accounted for using a marker
function f; for each bubble i. Each bubble is given a marker
which equals 1 in cells where the bubble fully occupies the
cell, 0 where the fluid occupies the cell, and a value between 0
and 1 indicates that the cell contains a bubble interface. The
value of the marker function is also referred to as the volume
fraction. Given N bubbles, the marker functions are advected
via

0fi

i V=0
5t T fi

The nondimensionalized incompressible Navier-Stokes equa-
tions and continuity equation are used to describe the flow:

fori=1,...,N. (1)

Du 1 1 1
2N Up+ —pB+ —V - (2uS) + — knd 2
"Dt PHRErEt RV (uS) 4 grknd(n) - (2)
V-u=0 (3)

Here Du/Dt is the material derivative of the velocity u with
t the time. Moreover, p is the pressure, p the mass density, u
the viscosity, k is the curvature, g is the normalized gravity
vector, S the deformation tensor, and n is the normal vector
to the interface. The dimensionless numbers are the Froude
number Fr = U/\/gL, the Reynolds number Re = ULp1/p1,
and the Weber number We = LUZ?py/o. Here L and U
denote a characteristic length and a characteristic velocity,
respectively. The subscript 1 denotes the continuous phase

mass density.

The mass density and viscosity at a certain point follow
from the marker functions and the properties of the continuous
and dispersed phases. For instance, a cell with volume fraction
c would have a density and a viscosity of

p=p1 (L—c)+p2c (4)
p=pm (1—c)+p2c (5)

were ¢ = max; f;. The continuous surface force (CSF) method
is used to model the surface tension term. This method re-
places the delta function §(n)n by a smooth term, which
is computationally easier but may induce spurious currents.
Reducing such spurious currents can effectively be done by
accurately computing the curvature of the interface for which
a height function method is adopted.The advection of the
dispersed phase is represented using the generalised height
function method.

A three-dimensional uniform Cartesian grid is used to dis-
cretize the domain and a staggered arrangement of the vari-
ables was selected. The spatial discretization of the convective
term is based on the finite volume approach. Additionally, the
QUICK interpolation scheme is implemented to avoid unphys-
ical oscillations that may occur as the spatial resolution is too
low. A second-order finite difference scheme is employed for
the diffusive term. Finally, a third-order Runge-Kutta scheme
is used to discretize the convection and diffusion terms of the
Navier-Stokes equations, while a Crank-Nicolson scheme is
employed for the surface tension term.

RESOLVED BUBBLE COLLISIONS

The motion of a bubble impacting a solid wall was sim-
ulated in detail. In Figure 1 the energy dissipation in the
vicinity of the bubble is plotted at various instances as the
bubble rises under an angle of 45 degrees toward the wall and
subsequently bounces back. Although the main features are
well represented on a grid of 1283 the findings at 2563 con-
vey a more precise capturing of the dynamics. This is also
expressed by the evolution of the y-component of the centre
of mass in Figure 2. The vertical line corresponds to the mo-
ment at which the distance between the bubble centre and
the wall is reduced to four grid cells of the finest grid. Despite
the modest spatial resolutions of these brief encounters, the
overall capturing of the motion appears highly accurate.



(#[®] (S S]]y

(@)t=32 (b)t=34 ©t=36 @t=38 (e)t=4.0 (t=42

ﬂﬁﬂﬂﬂnﬂ

(@)t=32 (b)t =34 ©t=36 @t=38 (e)t=4.0 (t=42

Figure 1: Energy dissipation in the vicinity of the bubble at
different times using a grid with 1283 (a) and 2562 (b) grid
cells.

Figure 2: Vertical component of the center of mass motion at
128% and 2563.

BUBBLY TAYLOR-COUETTE TURBULENCE

The numerical method in the TBFSolver can also be used
to simulate a large number of bubbles. We concentrate on
turbulence in Taylor-Couette flow as this presents a finite
domain in which all conditions can be controlled with high
fidelity. To simulate the turbulent flow in this configuration
the TBFSolver was extended to cylindrical coordinates. We
consider flow at Re = 5 x 103 and a Froude number Fr = 0.64
and simulate a system with 120 bubbles of diameter 0.1d with
d the distance between the outer and inner cylinder. This
corresponds to a volume fraction of 1%. The grid was set
to [Ng, Nr, N.] = [768,192,384] cells in the circumferential,
radial and vertical directions which was verified to yield high-
fidelity results following a number of probing simulations.

A snapshot of their spatial distribution is presented in Fig-
ure 3. We observe some degree of clustering in the bubble
concentration, which is further quantified in Figure 4. These
simulations allow us to study the effects of buoyancy and de-
formability of large bubbles in turbulent TC flow. An example
of drag reduction as a result of the modification of the near
wall turbulence is presented in Figure 5. Full DNS predictions
are compared with an approximate computational model pro-
posed in [1].

In the final presentation at the workshop, we expect to have
further simulations of the Taylor-Couette flow and analysed
the drag reduction phenomenon in more detail at different
volume fractions and deformabilities.

REFERENCES
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Figure 3: Snapshot of the velocity magnitude in two-phase TC
flow - red/blue indicates high/low velocity. Bubbles are seen
to cluster near the inner wall as seen clearly in the top-view
(right figure).
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Figure 4: Probability distribution function of the radial coor-
dinates of the gas phase. PDFs are based on averages over 2
flow-through times, taken after 18 (blue) and 48 (red) flow-
through times.
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Figure 5: Drag reduction at large Weber numbers We using
DNS - comparison with approximate model for low We [1].
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INTRODUCTION

Interfacial phenomena induced by variable surface tension,
e.g., thermocapillary or surfactants, are frequent in nature and
industry. Beyond its scientific importance, thermocapillary
migration play an essential role in microgravity environments
[13] and micro-devices [11]. This work focuses on the Di-
rect Numerical Simulation (DNS) of the Marangoni migration
(Thermocapillarity) of droplets, using a multi-marker unstruc-
tured conservative level-set (UCLS) method [2, 5, 6, 7]. Vali-
dations, verifications and extensions of the UCLS solver have
been reported in our previous works, for instance [1, 2, 5, 6, 8].

MATHEMATICAL MODEL AND NUMERICAL METHODS

The Navier-Stokes equations for the dispersed phase (£24)
and continuous phase (2¢) follow the one-fluid formulation,

B
S PV VY (pvv) = =Vp+V (Vv+ (v +
pg+f;, V-v=0, (1)

where v is the fluid velocity, p is the pressure field, p is the
fluid density, p is the dynamic viscosity, g is the gravitational
acceleration, f, is the surface tension force concentrated at the
interface (I'). Physical properties are constant at each fluid-
phase with a jump discontinuity at ', 8 = BgHg + pe(1 —
Hyg), 8 ={p,u, A\, cp} where Hy is the Heaviside step function
that is one at fluid d and zero elsewhere. Regularization of
physical properties is performed according to [5].

The UCLS method proposed by Balcazar et al. [1, 6] per-
forms interface capturing, whereas the multi-marker approach
[2, 5, 6, 7, 10] avoids the numerical coalescence of droplets. In
this framework, the following advection and re-initialization
equations are solved:

Op; O0¢i

+V-¢iv=0, + V. ¢i(l—¢i)nd =V eV, (2)
ot or

1={1,2,..., Ny, — 1, Njy }, Ny, is the number of UCLS mark-
ers, which equals the number of droplets, ng is the interface
normal unit vector calculated at 7 = 0. The curvature k;
and normal vectors n; are computed as follows [1, 2, 6]:
ki =—V - -n;, n;, = (‘|V¢)1H)71V¢1

The Continuous Surface Force (CSF) model [9] is used for
surface tension force (fy, Eq.(1), as extended to the multi-

marker UCLS method [2, 5, 6]: f; = E_fi"{ (fg"l) +fgt)i). Here,
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™
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Figure 1:  Thermocapillary migration of a single droplet,

g = 0. (a) Migration velocity V* = (ey - v)U;s!. Com-
parison against UCLS method on fixed meshes [5], and front-
tracking method [12]. (b) Mass conservation M* = (M(t) —
M(0))/M(0), M(t) = fQ H35dV. (c) Adaptive mesh refine-
ment around the droplet interface, with grid size hmaez =
L3 /60 and hpin = hmaz/24. (d) Temperature isocontours.

£ = Vr,o(T)65, = (Vo(T) — ni(n; - Vo(T))) 63, is the
Marangoni force, Vr, = V —n;(n; - V), and op ;= [[Vil| is
the regularized Dirac delta function [1, 6]. On the other hand,
fgr’LZ) = O’f{iniéf"i = Uﬁiv¢i.

Transport equations are discretized by the finite-volume
method on 3D collocated unstructured meshes [6]. The
pressure-velocity coupling in fluid flow transport equation is
solved by the fractional-step projection method. Unstructured
flux limiters proposed by [1, 6] approximate the convective
term of transport equations. Adaptive mesh refinement is
introduced for the optimization of computational resources.
Further details about the transport equations can be found in

[5).

NUMERICAL EXPERIMENTS

The following dimensionless numbers character-
ize the thermocapillary migration of droplets: Ma =
(lo2 1l VTl [dpecpc) (4pere)~t, Re = (lor|l|VTsolld?pe)
@u2)~Y, Ca = (lor|lIVTlld) (200)7", s = BeBy’,
B8 = {p,p,\,cp}, subindex c denotes the continuous phase
and subindex d denotes the dispersed phase (droplet), Ma
is the Marangoni number, Ca is the capillary number, Re
is the Reynolds number, 1g denotes the physical property
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ratio, p is the fluid density, u is the viscosity, A is thermal
conductivity, o = o(T) = oo + o (T — Tp) is the equation
of state for surface tension coefficient, T' is the temperature,
VI = ((Th — To)/Ly)ey, Ur = lozllVTsoll(0.5d) /e,
T, = ||VT=|[(0.5d), t» = 0.5d/U, T}, is the temperature at
the top boundary and 7. < T} is the temperature at the
bottom boundary as depicted in Figure 2b. Numerical results
for thermocapillary migration of a suspension of droplets
in microgravity condition (g = 0) are depicted in Fig.(2)
and Fig.(3). Furthermore, simulation of thermocapillary
migration of a single bubble is illustrated in Fig.(1). Present
computations are in close agreement with front-tracking
simulation reported by [12]. The effect of Marangoni number
and g > 0 on the distribution of droplets will be reported in
the full paper.
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INTRODUCTION

Bubble fragmentation due to turbulence is ubiquitous for
two-phase flows in nature and engineering applications where
the interfacial area is to be maximized. Predicting the bubble
size distribution under different turbulent conditions is critical
to have practical modeling tools for mass/momentum transfer.
In the seminal work of Hinze [1], two main ideas are pro-
posed: firstly as condition for breakup the local shear stress
surrounding the bubble is sufficient to overcome the stabi-
lizing surface tension and viscous forces; secondly that only
the turbulent energy of eddies of similar size or smaller than
the bubble diameter is used for breakup (larger eddies sim-
ply transport the bubble). Bubble formation in breaking wave
events was studied in the experiments of Deane and Stokes [2],
providing a connection between the bubble size spectrum and
turbulent dissipation rate. The bubble sizes are statistically
described, with size distribution found to follow a power law
of 8 = —10/3 for bubbles larger than ~ lmm (driven by tur-
bulent fragmentation), while smaller bubbles follow a = —3/2
(stabilized by surface tension). The separating scale is at-
tributed to the Hinze scale, Dy, whose work on breakup of
droplets in turbulent flow led to the scaling relation between
the largest stable drop size and turbulent dissipation rate &,
given in Eq. 1.

3/5 3/5
o= (5 ()
2 p

This equation is valid above a critical Weber number We.
and Reynolds based on the bubble diameter, where o is the
surface tension coefficient, and p is the bulk/surrounding fluid
density. Chan et al. [3] formalize an analogy between the
bubble-mass cascade above the Hinze scale and the turbu-
lent energy cascade attributed to Kolmogorov, known as the
Kolmogorov-Hinze (KH) framework. The main assumption
for such a cascade mechanism (beyond high Re and We)
are that of locality, quasi-stationarity, and quasi-homogeneity,
such that the bubble flux within an intermediate range of sizes
is scale independent. These previous works considered the sta-
tistical characterization of breakups for high density bubbly
flows. Other relevant studies focus on the physical mecha-
nisms for breakup by studying a single bubble. Experiments
by Risso and Fabre [5] in microgravity highlighted three dis-
tinct regimes based on the bubble We number with either no
breakup, resonant breakup or sudden breakup. The number
of daughter bubbles is also found to be strongly dependent
on We. An improvement to the KH theory is proposed by in-
cluding an efficiency parameter which depends on the bubble’s

residence time in turbulence, and the relation between eddy
frequency and bubble’s eigenfrequency. In the experimental
work of Qi et al. [6], vortex-ring collisions are used to study
single bubble breakup. Two distinct breakup mechanisms are
identified: a primary mechanism where the bubble is inter-
acting with the vortex length scale (close to bubble size D)
and is stretched smoothly until eventually breaking up; the
secondary mechanism stems from bubble interaction with the
broken up smaller eddies of the vortex. This type of breakup
has a smaller timescale and goes against the KH theory which
assumes that eddies close to the bubble size are mainly re-
sponsible for breakup. The combined effect of large and small
eddies seems to drive breakup, with eddies of size 0.74D be-
ing the most efficient (i.e. require less turbulent energy). In
this model two necessary criteria are proposed for a bubble
of equivalent diameter D to breakup due to turbulence. The
first is the stress criterion, where the eddy inertia must be suf-
ficient to break the interfacial forces. The eddy diameter D,
and velocity scale ue thus defines the “eddy Weber” number
that should be greater than unity (Eq. 2).

_ puZDe

Wee > 1 (2)

g
The second criterion is related to the eddy-bubble timescales,
similar to the proposition of Risso and Fabre [5]: if the eddy
turnover time (o< De/ue) is larger than the bubble relaxation
time, the bubble tends to recover its spherical shape. This in-
troduces a new dimensionless number, T'i,which should exceed
a threshold value (Eq. 3).

_ pu2D3/D? - 96

T3 —_—
o 4m2

(3)
Using the above criteria, the minimum eddy velocity to break
up a bubble can be computed and used in a probabilistic
model. This model is found to give satisfactory statistical
results when compared to experimental data relative to the
classical KH framework. Since these experiments were con-
ducted under Earth gravity, the buoyancy effects may not
be negligible. Experiments conducted in microgravity report
the critical Weber for breakup to be nearly 20 times larger
to equivalent experiments done in normal gravity [5]. In a
computational approach we can neglect gravity (Fr = o00),
isolating the effect of turbulent stresses and surface tension.
We propose to look at the canonical case of how turbulence
interacts with a single bubble and verify these criteria in a
“local” sense. Experimentally this is extremely challenging,
with DNS being an appealing alternative since all local flow



information is readily available. So far there have been no
computational studies to support or refute this model. In
the following section, a computational plan using DNS is pre-
sented to test this hypothesis.

METHODOLOGY

The computational experiments to be conducted must rely
on high-fidelity DNS of incompressible two-phase turbulent
flows. Our in-house DNS code has shown to be adequate and
robust in simulating these types of flows with good parallel
performance. The code uses a fractional step formulation,
with a fast Poisson solver (FFT-based), conservative level-set
to capture the interface, and Ghost Fluid Method (GFM) to
model surface tension effects [7]. Application to turbulent free-
surface interaction is shown in recent work [8], allowing the
analysis of entrained and fragmenting air bubbles as seen in
Fig. 1. Based on the bubble breakup criteria given in Qi et al.

.

Figure 1: Turbulent bubble breakup: interface shown from
level-set contour (¢ = 0), with background contour of velocity
field.

(6], computational experiments are proposed to test the hy-
pothesis by controlling the relevant dimensionless parameters
independently. We propose to study the interaction of a single
bubble in HIT. This can be achieved by first generating a HIT
field in a triply periodic cubic domain in single-phase (water)
at a specific Reynolds number. In the work of Riviere et al.
[9] DNS of a single bubble break-up in HIT at Rey = 38, and
different Weber was performed to investigate sub-Hinze bub-
ble formation. However, the effects of relative bubble-to-eddy
size, or relaxation time criteria has not been investigated, and
the low Re has a limited range of eddy scales. In their compu-
tations forcing is kept active in the water phase. At time ¢t =0
when the bubble is introduced, the turbulence forcing shall be
deactivated to see how the bubble deforms and breaks up from
the decaying turbulence. This setup allows to start with the
same initial velocity field and change the initial bubble di-
ameter and surface tension independently. Varying these two
parameters alone, we can investigate different bubble We and
Ti numbers, and eddy-to-bubble ratios. Four different cases
are considered and shown in Table 1 as part of the computa-
tional plan. Unless otherwise specified, the material properties
of air and water (including surface tension) are used, with di-
mensionless numbers relative to the bulk/liquid phase.

The first case has both the We and T% criterion satisfied
for breakup, and the initial bubble diameter is larger than the
integral scale. In the second case the initial bubble diameter is
reduced such that bubble We is still greater than 1, however
the time criterion is not satisfied. The hypothesis is that the
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Parameter | Case 1 | Case 2 | Case 3 | Case 4
Re), 125 125 125 125
3 0.08 0.16 0.60 0.08
Wep 3.93 1.97 0.53 39.4
Ti 8.86 1.11 0.02 88.6
o 0.62 1.25 4.68 0.16

Table 1: Parametric space for DNS of bubble interaction with
HIT

eddy timescales are too large to allow breakup. The third case
has an even smaller initial bubble diameter such that neither
criterion is satisfied, and no breakup is expected according to
the hypothesis. The fourth and last case mimics case 1, yet
with an artificially lower surface tension than that of air-water.
For this case we expect a violent breakup of the bubble given
the large We and Tt numbers. Note that cases 2 and 3 have
initial diameters D < Dp.

Based on previous studies the bubble should undergo first
a “smooth” deformation phase, followed by a bulgy deforma-
tion phase and breakup. Breakup typically occurs within a few
large eddy turnover times, such that the total simulation time
can be relatively short (under large 5 eddy turnover times).
Saving 10-20 snapshots per eddy turnover time can allow for
post- processing and visualization of the dynamic breakup pro-
cess. Beyond this visual or qualitative investigation, a more
quantitative analysis can be performed by computing the local
We number surrounding the bubbles and 7% number. The lo-
cal We numbers can be based on the eigenvalues of the strain
rate tensor or vorticity magnitude as in Qi et al. [6], as well
as alternative approaches. The child bubble sizes can also
be evaluated, with emphasis on how sub-Hinze bubbles are
formed. Bubble statistics such as volume (or equivalent diam-
eter), surface area and sphericity can be tracked during the
transient break-up process and related to the local We and
Re number.
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INTRODUCTION

In the numerical integration of an ordinary differential
equation (ODE), the general concerns are performance, stabil-
ity, and accuracy. All three are characterized by the method’s
coefficients as well as the step size. The former is usually not
in the hands of the user once a scheme has been established,
as coefficients are generally constant, while reducing the step
size, which at the same time reduces the performance of the
code; it will take longer to cover the desired domain. These
generates a trade-off in which the user has to be aware of the
pros and cons of using a larger or smaller step size given the
requirements of the integration.

One of the different possibilities when integrating ODEs
is the Runge-Kutta (RK) method, in which the value of the
function that is being integrated, at the next step ¢™t1, is
computed only considering the current step ¢™ and interme-
diate approximate values, ¢; in the s stages of the scheme, so
that

¢i =" +h Y aiif(#;), (1a)
j=1

¢ =" +h Y bif(¢), (1b)
1=1

where h is the step size and a;;,b; are the RK coefficients
arranged in the so-called Butcher’s tableau.
When the Navier-Stokes equations are semi-discretized,

Mu =0, (2a)

du
QE + C(u)u = Du — QGp, (2b)
a differential algebraic equation (DAE) of order 2 is ob-
tained. The solution of these equations using RK is developed
by Sanderse and Koren [1] by means of a projection method.
Originally, the timestep At had been selected with the clas-
sical CFL condition, which estimates the eigenvalues of the
method, and then the expected stable timestep is reduced with
the so-called Courant number (or CFL number) to ensure the
integration is stable. Later on, Trias and Lehmkuhl [2] used
Gershgorin theorem to compute the eigenbounds of the pre-
dictor step in the projection method to use the largest possible
timestep allowed by the stability region. This same technique

can be applied to RK as the stability region is defined by the
polynomial

RE) =143 7, 3)
k=1 "

for s > p, being p the order of accuracy of the method.
Hence, by the linear stability theory, in a general ODE,

" = R(hA)¢™, (4)

where X € C is the eigenbound of the system. Hence, stability
will be obtained if |R(hA)| < 1 holds.

Nonetheless, when this method was applied to a simulation
with a timestep of 95% of the maximum stable value, some
spurious modes appeared in the solution which were evident
in the instantaneous fields, as seen in Fig. 1, and generated an
overprediction of u;ms in the core of the channel. When 85%
of the maximum stable timestep was used, then this instabil-
ity was not present, and instead, the obtained fields were as
expected. Trying to understand what generated these insta-
bilities was the main motivation for the development of this
work.
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Figure 1: Spurious modes observed in the cross-stream plane
at 95% of the maximum stable timestep for a coarse (643)
Re; = 180 channel flow simulation for velocity (left) and pres-
sure (right).

POSITIVITY-PRESERVING SOLUTIONS
Let us consider the following ODE,
d¢
— =X¢, NeC(, 5
= (5)

with ¢(0) = 1. Since it leads to #(t) = e as an analytical
solution, a monotonic solution is expected. In this first case,
consider A = —1, hence the stability polynomial R(z) becomes



N (=DF
R(h) =1+ S (6)
k=1 :

where, if R(h) < 0, ¢"*! will change sign and thus the ob-
tained solution will not be monotonic. For instance, by using
a third-order scheme, such as the strong-stability preserving
third-order Runge-Kutta (SSPRK3) from Shu and Osher [3],
R(h) = 1—h+ £h?— L h3, the solution will not be monotonic
for h > 1.6, as shown in Fig. 2 (left), even though it will be
stable for step size values smaller than 2.5.

Nonetheless, in the case of having a complex eigenvalue,
using this approach is not so straightforward. Hence, let A\ =
—||A|le~?*¢. Introducing it in the stability polynomial,

(=1
k!

s k
R(hA) =1+ (R||IAID cos(ke)
k=1

s _1\k+1
ED A sin(k),

+iy .

k=1

the polynomial can be split into a real and imaginary part,
R = R, + iR;. By introducing it into the linear stability
analysis equation, ¢" should be treated as complex so that
o" = ¢ + i} . Expressed as a matrix equation,

"N [/ R -R; on
(4»?“)’(1% Rr)(w)’ ®
| ——

A

in which the oscillations will appear if and only if the matrix
A fulfills 7 Az > 0, Vo € R2. This will only hold if R, > 0,
being the same condition as for a purely diffusive case.
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Figure 2: Numerical solutions for different h values for di¢ =
(— cos(a) +isin(a))¢ with a SSPRK3 scheme, for a = 0 (left)
and a = 60° (right)

PHASE-PRESERVING SOLUTIONS

In the previous section, the conditions for badly suited real
contributions in the stability polynomial are presented. How-
ever, what happens when the imaginary contribution becomes
negative? A sudden change of sign for the imaginary term will
imply that the phase of this stability coefficient varies in m,
which at the same time will transport the solution for half a
period. Hence, having a negative imaginary contribution from
the stability polynomial should also be avoided.

As shown in Fig. 2 (right), for h > 2.5, the phase of the
solution has changed. In addition, an increase in magnitude
can be observed as the solution is closer to the stability limit,
which is surpassed for h = 2.75.
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LIMITING THE STABILITY REGION FOR RUNGE-KUTTA
SCHEMES

The observation of these phenomena generates the need to
consider adding these conditions when setting the timestep
of the numerical simulation. Hence, the ”go-to” zone will be
determined as follows,

[R(hN)| < 1,
Ry (hX) > 0, 9)
R;(hX) > 0,

so that both the sign and the phase of the solution are
preserved, considering a stable integration in the first place.
This will thus define two additional regions on top of the
classical stability region: first of all, the positivity-preserving
region will consist of all those combinations of AA such that
R, > 0 and thus, no synthetic change in the monotonicity
of the solution should be observed. On the other hand, the
phase-preserving region will be determined by the combina-
tions of hA such that R; > 0, and thus the phase is preserved
throughout the integration.

By applying these conditions to the stability polynomial
to limit the stability region of the scheme, the results from
Fig. 3 are obtained for a third-order RK scheme. It can be
observed that in integrations with eigenvalues with angles of
approximately between 30 and 50 degrees, for a third-order
scheme, the whole stability region can be exploited, as both
the sign and as the phase will be preserved as long as the
integration is stable. The applicability of these results to CFD
in deeper detail is expected to be presented in the workshop.
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Figure 3: Stability region of a third-order Runge-Kutta
scheme (black), with the positivity region (red) as well as the
phase region (blue).
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INTRODUCTION

CFD codes with industrial applications commonly rely on
a collocated grid arrangement, which handles complex geome-
tries and unstructured meshes better than the staggered grid
arrangement, with the added benefit of allowing a computa-
tionally more efficient data structure. If a central-differencing
scheme is used to discretise the spatial differential operators,
a set of wide-stencil operators is obtained. The gradient and
divergence operator make use of a 3-wide stencil, creating a de-
coupling between the value of the central cell and its resulting
differential value. The Laplacian operator in turn makes use of
a 5-wide stencil, similarly disconnecting the central cell from
its direct neighbours. In incompressible flows, this odd-even
decoupling can lead to spurious pressure modes. These modes
will persist because they are invisible to the gradient operator,
offering no feedback onto the collocated velocity field. This
problem is commonly known as the checkerboard problem.

The most widely used class of methods to solve this prob-
lem is through a weighted interpolation method (WIM), of
which the pressure-weighted interpolation method, attributed
to Rhie and Chow [1], is the most well-known example. This
method establishes a coupling between directly neighbouring
cells by adding a correction term which includes a cell-to-face
pressure gradient. Usually this connection is constructed im-
plicitly through a compact-stencil Laplacian operator, which
additionally decreases computational complexity and cost.
The application of these correction term leads to a non-zero
disc